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RESUMO

Esse trabalho consiste em uma exploracdo reflexiva, por lentes raciais, sobre o uso do
reconhecimento facial pela policia do estado da Bahia a partir de dezembro/2018. Partimos da
premissa que o sistema penal e as praticas de vigilancia e repressao tém o racismo como guia
orientador das suas a¢des, resultando em terror racial, através de um conjunto de a¢des violentas
que buscam reafirmar fronteiras. A partir da categoria “vigilancia racializadora” de Simone
Browne, alertamos para um padrdo histérico de tecnologias para constru¢do, manutengdo e
revalidagdo do signo “negro” como elemento a ser espoliado e explorado, destacando o papel
das tecnologias biométricas - aquelas que permitem a identificacdo do sujeito por elementos
corporais. Nesse sentido, apontamos o reconhecimento como parte dessa l6gica, 0 que se
expressa também nas injusticas algoritmicas que envolvem a tecnologia por vieses raciais.
Demonstra-se através de pesquisa documental como o reconhecimento facial e seu uso policial
estd em expansdo no Brasil e gera violacdes a privacidade, protecdo de dados, liberdade de ir e
vir, direito de reunido, entre outros. Mas destaca-se a forma como esse sistema atinge pessoas
negras de forma desproporcional devido ao encontro entre vieses raciais na tecnologia e o
padrdo historico do sistema penal brasileiro. A partir dessa contextualizacdo histdrica, da coleta
de informacBes sobre o sistema e da analise qualitativa das capturadas realizadas com a
ferramenta foi possivel um panorama do uso do reconhecimento facial na Bahia, destacando a
forma que afeta a populacdo negra. Nesse sentido, nosso objetivo foi demonstrar como o
reconhecimento facial chega para atualizar o terror racial com o uso de tecnologias de

videomonitoramento ao seu alcance.

PALAVRAS-CHAVE: vigilancia, reconhecimento facial, racismo, terror racial.



ABSTRACT

This work consists of a reflexive exploration through racial lenses on the use of facial
recognition by Bahia state police from December/2018. Our starting point was the premise that
the penal system and the practices of surveillance and repression have racism as a political
guide of its activities, resulting in racial terror, as a set of violent politics and that seek to
reaffirm racial borders and hierarchies. Using the framework of "racializing surveillance” by
Simone Browne, we alert to a historical pattern of technologies for the construction,
maintenance, and revalidation of the sign "negro™ as an element to be depoliated and explored,
highlighting the role of biometric technologies, those that allow the identification of the subject
by body elements. In this sense, we point to facial recognition as part of this logic, something
also expressed in algorithmic injustices involving technology due to racial biases. We
demonstrate through documentary research how police use of facial recognition is expanding
in Brazil and generates violations of rights such as privacy, data protection, freedom, right of
assembly, among others. We highlight the way this system disproportionately affects Black
people due to the encounter between racial biases in technology and the historical pattern of the
Brazilian penal system. From this historical contextualization, information collection about the
system and qualitative analysis of the captures made with the biometric tool, it was possible to
produce an overview of the use of facial recognition in Bahia with racial lens of analysis
engaged by a radical critical thinking of the penal system. In this sense, our goal was to
demonstrate how facial recognition arrives to update racial terror with the use of video

monitoring technologies.

KEY-WORDS: surveillance, facial recognition, racism, racial terror.
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INTRODUCAO

Por mais que voceé corra, irmao

Pra sua guerra vao nem se lixar
Esse é 0 X da questao

Ja viu eles chorar pela cor do orixa?
E os camburé&o o que séo?

Negreiros a retraficar

Favela ainda é senzala, Jao

Bomba reldgio prestes a estourar

Emicida, Boa Esperanca.

Toda geragao se depara com a tarefa de escolher
seu passado. Herancas séo escolhidas tanto quanto
sdo passadas adiante. O passado depende menos no
“0 que aconteceu la atras” e mais nos desejos e
descontentamentos do presente. Esforgos e fracassos
dao forma as historias que contamos.

Saidiya V. Hartman

Homem vendendo salgadinhos € capturado com assaltante apés utilizacdo de
ferramenta.! Rapaz portador de necessidades especiais entra na mira de agentes policiais
armados enquanto se deslocava a hospital junto a sua méde.? Nova tecnologia captura primeira
mulher foragida na cidade de Salvador.® Essa sdo algumas das narrativas factuais que desde
dezembro de 2018 foram tornadas parte do cotidiano baiano com a implantacdo do

reconhecimento facial pela Secretaria de Seguranca Publica da Bahia (SSP/BA).

Como muitos trabalhos no ambito da Academia, esse nasce de inquietacdo. Inquietacao

perante interconexdo entre as novas tecnologias e a arquitetura policial-penal, considerando o

1 BAHIA, Secretaria de Seguranca Publica. Reconhecimento facial flagra assaltante disfarcado de ambulante.
Secretaria de Seguranca Publica, Noticias, 27 Julho 2019. Disponivel em:<
http://www.ssp.ba.gov.br/2019/07/6106/Reconhecimento-Facial-flagra-assaltante-disfarcado-de-
ambulante.html> Acesso em: 05 Novembro 2020

2 PALMA, Amanda, PACHECO, Clarissa. 'O policial ja foi com a arma na cabeca dele’, diz mde de rapaz
confundido por reconhecimento facial. Correios, entre, Salvador/Bahia 05 Janeiro 2020. Disponivel em:
https://www.correio24horas.com.br/noticia/nid/o-policial-ja-foi-com-a-arma-na-cabeca-dele-diz-mae-de-rapaz-
confundido-por-reconhecimento-facial/> Acesso em: 23 Outubro 2022

3 BAHIA, Secretaria de Seguranca Publica da. Reconhecimento Facial flagra primeira criminosa foragida em
SSA.  Secretaria de  Seguranca  Publica, Noticias, 14 Julho  2019. Disponivel em
:<http://www.ssp.ba.gov.br/2019/07/6021/Reconhecimento-Facial-flagra-primeira-criminosa-foragida-em-
SSA.html> Acesso em: 05 Novembro 2020



http://www.ssp.ba.gov.br/2019/07/6106/Reconhecimento-Facial-flagra-assaltante-disfarcado-de-ambulante.html
http://www.ssp.ba.gov.br/2019/07/6106/Reconhecimento-Facial-flagra-assaltante-disfarcado-de-ambulante.html
https://www.correio24horas.com.br/noticia/nid/o-policial-ja-foi-com-a-arma-na-cabeca-dele-diz-mae-de-rapaz-confundido-por-reconhecimento-facial/
https://www.correio24horas.com.br/noticia/nid/o-policial-ja-foi-com-a-arma-na-cabeca-dele-diz-mae-de-rapaz-confundido-por-reconhecimento-facial/
http://www.ssp.ba.gov.br/2019/07/6021/Reconhecimento-Facial-flagra-primeira-criminosa-foragida-em-SSA.html
http://www.ssp.ba.gov.br/2019/07/6021/Reconhecimento-Facial-flagra-primeira-criminosa-foragida-em-SSA.html
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carater racista que orienta as a¢fes do Sistema de Justica Criminal no Brasil. A semente dessa
inquietacdo surgiu ainda em 2018, quando fiz parte do Grupo de Estudos Avangados do
IBCCRIM que se debrugava sobre o tema “Necropolitica e Sistema Penal”. Quando ao
discutimos a obra “Critica da Razao Negra” de Achille Mbembe, adentramos em uma tangente
sobre como novas tecnologias expressam a conexao entre neoliberalismo e a cada vez maior

numerizagdo sob a égide desse regime de poder que tem a raca como calibrador de operacao.

Inicialmente, essa inquietude comecou ampla, no questionamento geral sobre novas
tecnologias como drones, policiamento preditivo, bancos de dados, viaturas mais modernas
adentram no sistema. O reconhecimento facial era mais uma das tecnologias que deveriam ser
questionadas tendo em vista a interacdo entre esse amplo arsenal com um Estado direcionado a
gerenciar populacGes através do carcere, da interdicdo fisica ou da morte prematura mediada

pelo signo da raca.

A escolha por tratar do reconhecimento facial na Bahia irrompe tanto por uma demanda
académica quanto politica da realidade presente. Por um lado, era necessario delimitar o escopo
que abordasse o0 uso de novas tecnologias na seara do sistema penal, diante do fato que cada
artefato tem particularidades que merecem reflexdo especifica. Por outro, o fato é que o
reconhecimento facial aparece em franca expansdo no territorio nacional, sendo a Bahia um
espaco de destaque pela dimensdo do sistema e por ter sido pioneira na sua implantacao, ainda
em dezembro de 2018. Nesse sentido, esse trabalho surge da necessidade de investigar os efeitos
presentes de um fendémeno vivo e corrente, que se transformou inclusive durante o curso dessa
pesquisa. Nosso objetivo é reconhecer o reconhecimento facial projetado, adquirido e operado
pela Secretaria de Seguranca Publica da Bahia para uso pelas forcas policiais em territorio
baiano. “Reconhecer o reconhecimento” como uma cacofonia intencional que guia esse

trabalho e define nosso diagndstico sobre o uso dessa tecnologia.

Reconhecer esse artefato também nos impde proferir a partir de qual olhar e espacos
estamos realizando essa reflexio, pois como diz Ana Flauzina, “H4 de se falar de algum lugar’™.
Nosso lugar para reflexdo sobre o reconhecimento ndo parte de uma leitura neutra mas a partir
de lentes raciais. Nesse sentido, nossa missdo aqui é refletir sobre o reconhecimento a partir da
experiéncia negra, tendo em vista o repertdrio de praticas de vigilancia que os detentores do

poder e o Estado promoveram em face desse segmento populacional e observar como

4 FLAUZINA, Ana Luiza Pinheiro. Corpo negro caido no chdo: O sistema penal e o projeto genocida do Estado
Brasileiro. Editora Brado, 2 ed., Brasilia, 2017, p. 15.
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tecnologias foram empregadas como artefato de dominacao colonial, encontrando marcas desse
processo historico até os dias de hoje. Assim, esse trabalho reflete reconhecimento facial se
associa a um repertdrio histérico de violéncias e praticas perpetuadas pelo Estado em face a

populagio negra no que Saidiya Hartman denomina “além-vida da escravatura™.

Para nomear essas violéncias empregadas, utilizamos matizes tedricas que se
comunicam a partir da ideia de “terror” desenvolvida por Hartman.® O terror como violéncias
e discursos gque buscam a manutencdo do corpo negro no cativeiro criado na escravatura—
espacial, simbdlico, juridico, politico e social - o que implica em refletir o reconhecimento
facial na reafirmacdo desse espaco como inescapavel. Em didlogo com essa perspectiva,
acessamos Simone Browne’, que associa o terror racial a “vigilancia racializadora” (racializing
surveillance), nos ajudando a entender o papel das tecnologias biométricas na reafirmacéo de
processos de racializacdo e subjugacdo da populacdo negra no pais. Para refletir
especificamente sobre a tecnologia, abordamos autores que refletem essa problematica a partir
de perspectiva racial nos estudos da Computacdo, a exemplo de Joy Buolamwini, Ruha
Benjamin e Tarcisio Silva, destacando também a analise sociologica de Kelly O. Gates sobre
biométrica como fundamental para nossas reflexdes. Tratando-se do sistema penal brasileiro,
foram utilizados(as) autores(as) que refletem esse aparato a partir da criminologia critica em
sua intersecdo com o debate racial, trabalhando as obras de Ana Flauzina, Felipe Freitas, Lais
Avelar, Vilma Reis, Luciano Goés, dentre outros(as). Finalmente, também destacamos 0 uso
da leitura de Thula Pires das categorias fanonianas da zona do ser e do ndo-ser no ambito da
discussdo sobre reconhecimento, cidadania e racismo como orientador das a¢des e politicas de

terror forjadas pelo Estado Brasileiro.®

Como se pode observar, trata-se de um projeto tedrico inevitavelmente interdisciplinar,
comportando autores da dogmatica juridica, da Criminologia, da Sociologia, € claro, da area
dos estudos sobre Computacdo. Essa pluralidade de lentes se justifica pela complexidade do
objeto a ser estudado e as diversos impactos que o sistema de reconhecimento facial impde aos
corpos negros no Brasil. Como ponto de coesédo da anélise, esta cravada a perspectiva fundante
que circunda a producéo dos(as) autores(as) selecionados no que se refere a centralidade da

5> HARTMAN, Saidiya. Scenes of Subjection: Terror, Slavery, and Self-Making in Nineteenth-Century America.
Oxford University Press, Nova York e Oxford, 1997.

6 1dem. lbidem.

" BROWNE, S. Dark matters: On the surveillance of blackness, London, Duke University Pres, 2015.

8 PIRES, Thula. Direitos humanos traduzidos em pretugués. In: 13th Mundo de Mulheres & Fazendo Género
11, 2017, Floriandpolis. Seminario Internacional Fazendo Género 11 & 13th Women’s Worlds Congress (Anais
Eletronicos). Florianépolis: UFSC, 2017. p. 1-12.
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raca como forma de explicar os fendmenos sociais e o terror como motor histérico de atuagdo

das forcas institucionais no pais.

Do ponto de vista metodoldgico, esse trabalho foi baseado na conexéo entre pesquisas

bibliogréafica e documental.

Pizzani, Silva, Bello e Hayashi® explicam que a pesquisa bibliografica ndo pode ser
aleatoria e sim fruto de cuidadosa delimitacdo temaética do trabalho no qual deve se basear a
pesquisa, coleta e fichamento de fontes relevantes para o objeto pesquisando, o que permitira
uma leitura reflexiva efetiva para lidar com o problema de pesquisa. Nesse sentido, nossa
pesquisa ocorreu a partir de livros, artigos e outros trabalhos académicos, assim como relatorios
publicados por organizacgdes da sociedade civil. Realizou-se a leitura critica de textos que tocam
Racismo, Sociologia, Histéria da Escraviddo, Direito Penal, Criminologia Critica,
Antinegritude, Surveillance Studies e Ciéncias Computacionais. Esses temas orientaram esse
trabalho e determinaram sua estruturacdo, destacando o foco na contextualizacao histérica, na

descricdo sociotécnica e na reflexdo tedrica que atravessa 0s dois primeiros capitulos.

A pesquisa documental que como abordada por Damaceno, Martins, Sobral e Farias'®
“(...) pode ser utilizada tanto nas abordagens de natureza positivista como também naquelas de
carater compreensivo, com enfoque mais critico.” Para as autoras, 0 que define essa o rumo da
pesquisa documental é a escolha do referencial tedrico do autor somado com suas escolhas de
analise e questdes de pesquisa. Nesse sentido, as premissas e preconcepc¢des do pesquisador e
0 engajamento tedrico que foi feito na pesquisa bibliografica tem um papel essencial na coleta

e analise dos documentos para uma leitura critica sobre o objeto.

O uso da pesquisa documental foi fundamental para descri¢do e andlise do uso do
reconhecimento facial na Bahia, além da exposicdo do cenario nacional e global do uso de
novas tecnologias. A coleta de noticias na dimensdo global e local foi essencial para abordar o
uso de novas tecnologia em um contexto geral, especialmente com as particularidades que esse

sistema tem. Na dimensdo local, foi a partir de noticias publicadas pela SSP/BA e da imprensa

® APIZZANI, L.; SILVA, R. C. da; BELLO, S. F.; HAYASHI, M. C. P. I. A arte da pesquisa bibliogréfica na
busca do conhecimento. RDBCI: Revista Digital de Biblioteconomia e Ciéncia da Informacao, Campinas, SP,
V. 10, n. 2, p. 53-66, 2012. DOI: 10.20396/rdbci.v10i1.1896. Disponivel em:
https://periodicos.sbu.unicamp.br/ojs/index.php/rdbci/article/view/1896. Acesso em: 23 nov. 2022.

0 DAMACENO, Ana Daniella; FARIAS, Isabel Maria Sabino de; MARTINS, Maria da Conceicdo Rodrigues;
SILVA, Lidiane Rodrigues Campélo da; SOBRAL, Karine Martins. Pesquisa Documental: alternativa
investigativa na formagdo docente. IX Congresso Nacional de Educagdo — EDUCERE. Il Encontro Sul
Brasileiro de Psicopedagogia, 26 a 29 out. 2009, p. 4554-4566. Disponivel em:< https://proinclusao.ufc.br/wp-
content/uploads/2021/08/pesquisa-documental.pdf> Acesso em: 18 Novembro 2022



https://proinclusao.ufc.br/wp-content/uploads/2021/08/pesquisa-documental.pdf
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baiana que se encontrou informag6es sobre a implantacdo da tecnologia. Também foi realizada
a coleta de dispositivos juridicos — leis, regulamentos, normas, além de projetos legislativos —
que circundam a problematica analisada para reflexdo sob o prisma juridica. Também, foram
pesquisados documentos oficiais como termos de referéncias para processo licitatorio, planos

de politicas publicas, cotacdo para realizacdo de compra publica, entre outros.

Como um trabalho que atravessa a analise de uma ferramenta de rastreamento e captura
de pessoas, também realizamos uma coleta de informacgdes disponiveis sobre as prisoes
realizadas na Bahia. Nesse sentido, como sera explicado em lugar oportuno, foram visitados o
portal eletrdnico da Secretaria de Seguranca Publica assim como da imprensa baiana para criar
um arcabouco de informacdes sobre capturas realizada. A partir dessa coleta de dados, foram
confeccionadas tabelas e graficos relativos as prisoes realizadas com o uso da ferramenta, o que
auxiliou os a analise intencionada por essa pesquisa. Mas nosso objetivo nao foi uma simples
descricdo quantificativa dos dados, mas uma abordagem qualitativa que expresse a “(...)
importancia das informac6es que podem ser geradas a partir de um olhar cuidadoso e critico

das fontes documentais.””**

Alerta-se para o fato que em diversas situacdes desse trabalho enfrentamos a questéo de
ndo conseguir informacdes sobre o sistema estudado, o que indica a falta de transparéncia da
Administracdo Pablica. Esse sera um dos desafios discutidos em momento oportuno tanto na
discussdo tedrica e conceitual de uso de novas tecnologias pelo Estado, mas também como um

dado a ser refletido do sistema de reconhecimento facial da Bahia.

Diante do referencial teérico engajado e a metodologia utilizada, dividimos o trabalho
em trés capitulos. No Capitulo Um, intitulado “Tecnologias biométricas, vigilancia
racializadora e terror racial: Do navio negreiro ao videomonitoramento”, realizamos uma
travessia historica de tecnologias utilizadas na arquitetura de vigilancia da escravatura e no
sistema penal po6s-abolicdo, destacando o conceito de vigilancia racializadora. Com foco nas
biometricas, nosso objetivo foi entender como o padrdo historico das tecnologias de vigilancia
no Brasil estd associado ao processo de racializacdo e o calibragem do sistema penal brasileiro
a partir da interdicdo fisica do corpo negro. Nesse capitulo, nossa inquietude inicial de tratar
amplo ramo de tecnologias a servico do sistema penal retorna na contextualizagdo do padréo
historico tecnologico e sua conectividade com terror racial. Como o proprio titulo indica,

atravessamos do navio negreiro ao videomonitoramento, do Brasil Col6nia para o p6s-88, para

11 Idem. Ibidem. p. 4556
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compreender a atualizagdo constante do arsenal tecnoldgico dos aparatos repressivos servem a

manutencg&o das hierarquias raciais.

No Capitulo Dois, “Reconhecendo o reconhecimento facial e seu uso em seguranga
publica por lentes raciais”, buscamos identificar o que define a tecnologia reconhecimento
facial. A partir de analise sobre seu conceito, historico, categorias e modos de funcionamento,
explicamos o que significa ser uma tecnologia de reconhecimento facial. Nesse mergulho, a
abordagem realizada ndo se limitou a simples descricao técnica do artefato, recorrendo a uma
leitura sociotécnica deste a partir de lentes raciais. Nesse sentido, buscamos compreender o
reconhecimento facial a partir das relagdes sociais em que se ele insere na sua origem,
destacando também questdes essenciais da problematica: A possibilidade de injusticas
algoritmicas devido a vieses de racga, género e outros potenciais marcadores de diferenca.
Também iniciamos neste capitulo uma discusséo sobre o uso do reconhecimento facial para fins

de seguranca publica de forma mais geral e ampla, destacando experiencias internacionais.

Finalmente, o Capitulo Trés, “Reconhecimento facial na Bahia: terror racial entre
inovagdes, permanéncias e expansdes”’, abordamos o sistema utilizado pela policia baiana.
Precedendo essa analise focalizada, também trangamos o cenério brasileiro de expansdo de
iniciativas de reconhecimento facial assim como o ordenamento juridico nacional responde a
essa tecnologia. A partir dessa contextualizacdo, realizamos a analise do reconhecimento facial
na Bahia, primeiro destacando o projeto de seguranca publica estadual no qual esta inserido,
passando para a narrativa de sua implantagéo e posterior expansao. Investigamos por meio de
informac@es divulgadas pela SSP/BA, assim como pela imprensa, 0 modo de funcionamento
da tecnologia e realizamos anélises quantitativas e qualitativas das capturadas realizadas com o
auxilio da biométrica facial, sempre por uma 6tica que destaca a questdo racial e o terror como

elemento permanente do sistema penal brasileiro.

Assim, o percurso do trabalho busca analisar a introducdo do reconhecimento facial na
seguranca publica na Bahia a partir de lentes raciais, apontando a necessidade de refletir sobre
a chegada dessas novas tecnologias a partir da experiéncia negra. Caminhamos ao encontro de
vozes que ecoam a urgente necessidade de discutir sobre a combinagédo de tecnologias e sistema
penal nesse prisma, diante dimensdo de terror que se materializa nas agoes e discursos do
aparato repressivo do Estado. SO desse modo podemos reconhecer a amplitude dessa

problematica. Caminhemos.
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1 TECNOLOGIAS BIOMETRICAS, VIGILANCIA RACIALIZADORA E
TERROR RACIAL: DO NAVIO NEGREIRO AO VIDEOMONITORAMENTO

1.1. Pensando a vigilancia e as biométricas a partir da experiencia negra

Vigiar € um ato de observacao atenta, captura do Outro através de um olhar e a escolha
de decises a partir dos dados obtidos. Vigilancia é uma préatica milenar da humanidade e uma
dimensdo essencial das nossas vidas, mas que com a Modernidade, adquire contornos
especificos. Como explica David Lyon'?, a Modernidade representou uma transformacio das
praticas de vigilancia de acordo com as necessidades do modo de producdo capitalista e do
Estado-Moderno de acumular e gerenciar um namero elevado de informac@es. Para o socidlogo,
a vigilancia ndo € uma simples pratica pelo Estado e 0 Mercado que se tornou mais complexa
com o estabelecimento do capitalismo, mas sim uma verdadeira dimensao social que integra 0s
pilares do que chamamos de Modernidade. Nesse novo cenério, em que se desenha a vigilancia
como marca intrinseca da modernidade, o trafico transatlantico e o sistema escravista nas
Ameéricas ocuparam um papel central. Portanto, ndo ha como se apreender os sentidos primarios

da vigilancia sem enfrentar as matrizes da escraviddo que lhe deram sentido e concretude.

Considerando essa premissa, refletimos sobre as praticas de identificacdo,
monitoramento, gerenciamento e castigo de corpos ha Modernidade a partir das engrenagens e
maquinarias de terror da escravatura — a fim de compreender o ethos do sistema de vigilancia
da modernidade. Um ethos que, inegavelmente, teve como base um sistema que inscreveu na
pele negra uma marca de hipervisibilidade em face da gestdo da violéncia. Para dar conta dessa
tarefa, teremos como base os conceitos e elaboracdes da sociéloga Simone Browne!® sobre as
praticas de vigilancia na escravatura e 0s processos de racializacdo e o papel das tecnologias
biométricas. Para autora, analisar a vigilancia como uma dimensdo essencial da Modernidade
implica em constatar que ndo ha nada mais inescapavel do que estar marcado no seu proprio
corpo, sendo hipervisivel para aqueles que te perseguem, monitoram e castigam. Segundo essa

perspectiva, trabalharemos a vigilancia a partir da lente do terror racial fundado na escravatura.

Antes de mais nada, é preciso entender o terror racial como o grande sustentaculo da

Modernidade: Afinal, o trafico e o sistema escravagista foram essenciais para a acumulagéo

2 LYON, David. The Electronic Eye: The Rise of the Surveillance Society. University of Minnesota Press.
Minneapolis, 1994,
13 BROWNE, S. Dark matters: On the surveillance of blackness, London, Duke University Pres, 2015.
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primitiva de capital dos paises centrais * . Saidiya Hartman®® descreve o terror da escravatura
como um cativeiro sem possibilidade de fuga, o que demandava a construcdo e incessante
atualizacao de aparatos de vigilancia. Vigiar os africanos sequestrados e seus descendentes era
uma tarefa de gerenciamento de trabalho, mas muito além disso, de criar obstaculos aos
variados e criativos modos de resisténcia negra — fugas, envenenamentos, assassinatos de
senhores, revoltas e construcOes de espagos de contrapoder como 0s quilombos - que

quebravam a légica da captividade.

Nunca houve passividade em face aos aparatos de vigilancia e terror das elites
escravocratas e a existéncia de Palmares, das revoltas negras estadunidenses e claro, da
Revolucdo de Sdo Domingos sdo expressdes historicas desse fato. Em verdade, em face do
terror, essas formas de resisténcia eram uma demanda por sobrevivéncia em face da condicéo
imposta de escravo, que se configurava uma verdadeira morte em vida, como afirma Achille
Mbembe'®. E, portanto, diante da constante insurgéncia das pessoas escravizadas, que se

demandava a constante atualizacdo e adaptacéo dos aparatos de controle.

Mas o que significa olhar a vigilancia a partir do lugar da escravatura? Browne!’ aponta
que a vigilancia na Modernidade foi lida como um processo de afrouxamento do controle do
corpo, em direcdo ao controle do comportamento, expresso nas elaboracbes de Michel
Foucault'® no que diz respeito ao que o pensador francés nomeia poder disciplinar: Nessa
perspectiva, temos a vigilancia e a punicdo com base no controle dos comportamentos, no
gerenciamento dos desviantes e no padrdo de disciplinamento rumo a insercdo na sociedade
capitalista. O pandptico foi para Foucault, uma metafora analitica desse mecanismo de vigiar e
punir, a partir do projeto arquitetdnico de prisdo desenvolvido por Jeremy Bentham que, através
de uma série de artificios de espelhos e uma torre central permitia que os internos fossem
vigiados constantemente sem saber se realmente estavam sendo observados. Foucault analisa
esse modelo e aponta que a suspeita constante de ser vigiado leva ao controle do

comportamento, sem a necessidade do castigo corporal.

4 WILLIAMS, Eric. Capitalismo e Escraviddo. Companhia das Letras, S&o Paulo, 2012.

5 HARTMAN, Saidiya. Scenes of Subjection: Terror, Slavery, and Self-Making in Nineteenth-Century America.
Oxford University Press, Nova York e Oxford, 1997.

16 MBEMBE, Achille. Necropolitica.In: Artes e Ensaios -revista ppgav/eba/ufrj, n. 32, Rio de Janeiro, 2016, p.
131e132

” BROWNE, op. cit. p.39

18 FOUCAULT, Michel. Vigiar e Punir: nascimento da prisdo. Petropolis. Editora Vozes. 2002.
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Browne!® reflete como o protétipo tedrico do pandptico ndo contempla inteiramente as
praticas de vigilancia quando se desloca o olhar analitico da Europa Ocidental — foco de
Foucault — para o Atlantico Negro. Do balanco das ondas do mar durante a trafico negreiro até
0s engenhos do acucar, cafezais, plantantions e as diversas cenas de subjugacdo negra nas
Américas, a sociologa aponta que nunca houve esse afrouxamento do corpo negro como alvo
de brutalizacéo nas préticas de vigilancia na Modernidade. Ao contrario, a arquitetura do vigiar
e punir na cadeia produtiva da escraviddo ficou marcada pela tortura, com chibatadas, estupros,

mutilacOes e tantas outras formas de violéncia se tornando um padrdo de atuacéo.

Por isso, para Browne, ha de se observar um outro lugar — em contraposicdo ao
panoptico — para iniciarmos esse deslocamento na compreensdo e reflexdo da vigilancia: o
navio negreiro. Essa embarcacdo em si, € um elemento central nas varias dinamicas de
constituicdo do Ocidente: no convés dos navios negreiros, podemos observar antecedentes
historicos para as relacdes de hierarquia laboral das fabricas europeias entre os marinheiros;
temos na embarcacdo uma prisdo-industria anterior a fundacdo de ambas instituicdes; temos na
rota atlantica escravagista uma comércio que levara ao desenvolvimento dos portos ingleses
seja pela venda de africanos sequestrados ou a producédo das préprios navios. Nas palavras de
Paul Gilroy:

Os navios também nos reportam a Middle Passage, a micropolitica semilembrada
do trafico de escravos e sua relagdo tanto com a industrializagdo quanto com a
modernizacdo. Subir a bordo, por assim dizer, oferece um meio para reconceituar a
relagdo ortodoxa entre a modernidade e o que é tomado como sua pré-historia. Fornece
um sentido diferente de onde se poderia pensar o inicio da modernidade em si mesma
nas relagcBes constitutivas com estrangeiros, que fundam e, ao mesmo tempo,
moderam um sentido autoconsciente de civilizagdo ocidental. Por todas essas razdes,

0 navio é o primeiro dos cron6topos modernos pressupostos por minhas tentativas de
repensar a modernidade por meio da historia do Atlantico negro e da didspora africana

no hemisfério ocidental. 2°
Tratando de vigilancia, tomar o navio negreiro como um ponto inicial de compreensao
implica em enxerga-lo como um espaco fundacional de um modo de vigiar e castigar. O
historiador Marcus Rediker?* afirma que, ao entrar nas embarcag@es, africanos eram muitas
vezes marcados com ferro quente, acumulados em cdmodos com péssimas condicBes de
salubridade e o uso de objetos de tortura também era constante. Quando eram levados ao convés
principal para ver a luz do dia, estavam sempre na mira de canhdes e baionetas. Se na estrutura

panoptica, o vigiado ndo sabia se estava sendo observado ou ndo, no convés do navio negreiro,

19 BROWNE, 2015, p. 42
20 GILROY, Paul. O Atlantico Negro: modernidade e dupla consciéncia. Sdo Paulo, Editora 34, 2012, p.60-61.
21 REDIKER. The Slave Ship. Viking. 2007. Versdo ndo paginada.
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a observacao era constante e coligada com ameaca e/ou atos de tortura. O que se encontra no
navio negreiro, € a fundacdo de um ethos de vigilancia fundamento na tortura, na
hipervisibilidade do vigiado, de um vigilante constantemente presente e armado, e sobretudo
da afirmacéo da posicionalidade dos africanos sequestrados em meio a Modernidade que se se

edificava.

O que se gesta no navio negreiro e que sera visto nas diversas cenas de subjugacédo e
terror racial nas Américas, € definido por Browne?? como vigilancia racializadora (racializing
surveillance), entendida como uma tecnologia de controle social na qual vigiar produz normas
raciais que definem quem estd e quem nao esta no seu lugar no espaco social. Pensar o vigiar a
partir dessa chave, € apreendé-lo como uma pratica de captura do Outro com base no signo da
raca e definir uma série de fronteiras sobre quem pode ou quem nao poder ir ou vir, fazer ou
ndo fazer, respirar ou ndo respirar, retroalimentando o proprio constructo da raca que orienta as
préticas de vigilancia. Nesse sentido, o vigiar escravocrata e terror racial inscrevem no corpo

negro uma hipervisibilidade condicionada pela diferenca racial.

Essencial colocar que a vigilancia racializadora ndo funciona apenas na imposicao da
raca ao Outro, mas também em reafirmar o lugar da pessoa branca na hierarquia racial. Ao
marcar pessoas negras e outros grupos étnico-raciais como os diferentes, e, portanto, visiveis a
I6gicas de violéncia, as praticas de vigilancia levam a reafirmacdo de um lugar para pessoas
brancas de privilégios, direitos e sobretudo um poder de falar pelo/para/sobre Outro, situando
0 branco como ser ndo racializado, um sujeito tomado como universal. Assim, a vigilancia
qguando definidora de fronteiras raciais tem um papel tanto na construcdo da degradacdo do

lugar social da negritude, quanto na edificacdo do lugar da branquitude.

Retomando as reflexdes de Browne sobre navio negreiro, ha que se destacar como a
vigilancia nesse torturante lugar também se caracterizou pelo controle de género e da
sexualidade das pessoas ali sequestradas. Rediker?® descreve que a embarca¢do normalmente
tinha compartimentos para os africanos sequestrados divididos em “homens” e “mulheres”, de
acordo com a conotac&o ocidental destas categorias. Ora, Africa é um continente com multiplos
povos, culturas e sistemas sociais no que diz respeito a corporeidade, sexualidades e processos
reprodutivos. Para Browne?*, o trafico negreiro caracterizou-se como um violento processo néo

sO de imposic¢do da raca, mas também de uma logica binaria cisheteronormativa de género que

22 BROWNE, 2015, p.16
23 REDIKER. 2007, n.p.
2 BROWNE, S., 2015. p. 48
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se expressou em distribuicdes de espacos e tarefas nos convés dos navios. Nesse sentido, o fato
de as criancgas serem colocadas junto com o compartimento das mulheres, ja sinaliza desde ja
uma assuncdo da logica de imposicédo do trabalho reprodutivo nos termos do patriarcado branco

capitalista.

O modo de vigiar e punir edificado no trafico negreiros serd compartilhado e
aperfeicoado na escraviddo e suas cenas de subjugacao e terror. Em suas reflexdes sobre a
escravatura brasileira, Clovis Moura® a descreve como um modo de producio baseado no
conflito entre a classe dominante (os senhores de escravos) e a classe dominada (os
escravizados). Como tedrico marxista, Moura argumenta que essa dindmica de luta de classes
era o centro de todas as relagdes sociais e nesse sentido o aparelho administrativo colonial era
o0 instrumento da classe dos senhores de escravos e da Coroa Portuguesa para manter sua
exploracdo e espoliacdo, destacando-se o controle e combate a modos de resisténcia negra e
indigena. Como leciona Ana Flauzina,?® os aparatos de controle terdo como um de seus grandes
objetivos o gerenciamento da vida das comunidades vulneraveis do Brasil Col6nia com base
em ferramentas e praticas de medo e o terror, buscando impor um sentimento de inferioridade
nessas populagdes. O que a chave da vigilancia racializadora permite compreender € que esses
aparatos de terror e monitoramento tinham um papel produtivo nos processos de racializacdo
fundamentada em posicionar 0 negro como o ndo-humano em face da sociedade civil, mesmo
considerando que a presenca negra era condicdo de existéncia material e subjetiva desta mesma

sociedade.

Simone Browne elabora que o processo de racializacao a partir de praticas de vigilancia
tem como uma das suas principais ferramentas as tecnologias biométricas que funcionam como
“(...) um modo de medig¢do do corpo que ¢ utilizada para possibilitar que esse, suas partes e
pedagos além das performances do corpo humano, funcionem como identificagdo.”?.
Biométricas sdo tecnologias que transformam a pele, a medida dos 0ssos, a cor da iris, o fémur,
a saliva e a face como evidéncias de informacdo sobre o sujeito. Em mundo baseado na
escravatura racial, essas tecnologias entram em sintonia com aparatos de vigilancia que tem

objetivo de identificar, gerenciar e punir corpos marcados como diferentes.

25 MOURA, Clovis. Dialética Radical do Brasil Negro. Sio Paulo, Editora Anitta, 1994.

% FLAUZINA, Ana Luiza. Corpo Negro Caido No Chao: O sistema penal e o projeto genocida do Estado
Brasileiro. Dissertacdo de Mestrado. Universidade de Brasilia, 2006, p. 50

2 BROWNE, op. cit. p. 91
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No entanto, o que torna as biométricas um elemento central da vigilancia racializadora
é a maneira como elas funcionam com exatiddo para produzir, reafirmar e potencializar
racializacdo como mecanismo de subjugacdo e espoliacdo do Outro Racial. Ou seja, elas ndo
estdo simplesmente em sintonia com processos de diferenciacdo racial, mas tém um carater
produtivo dessas dindmicas racializadas. Nesse sentido, podemos dizer que elas operam de
acordo com o processo de epidermizacdo racial, refletido pelo teérico Frantz Fanon.

Fanon? explica a epidermizacdo como um processo em que o olhar do sujeito branco
encontra o sujeito negro e o coloca dentro da etiqueta de um Outro Racializado. E um momento
em que o olhar do observador branco fratura a relagcdo sujeito e corpo do Outro e inscreve o
significado “negro” e toda a ideologia contida nesse significante. Epidermizacdo vem de
“epiderme”, a camada mais superficial da pele, 0 que sugere que a epidermizacao racial é o
processo no qual o olhar branco encobre o corpo desse Outro com um conjunto de significados:
inferior, subjugado, pecaminoso, amaldi¢coado e claro, de mercadoria morta em vida, na

condicdo do escravo. Como explica Browne:

O esquema racial epidérmico faz a inseguranca ontoldgica do corpo posto sem lugar,
e extremamente determinado pelo outro. Estou falando da epidermizacdo como um
momento de fratura do corpo com sua humanidade, refratado em uma nova posi¢do
subjetiva. (...), nesse momento de contato com o olhar branco - um momento que
como Fanon descreve, “toda essa branquitude queima-me até cinzas” - que produz
esses momentos de fratura para o Outro racial, produzindo e marcando um como um

Outro racial, experimentando esse ser para 0s outros. 2
Epidermizacdo é um processo que cria um Outro racial (0 negro, o amarelo, o
indigena...) enquanto afirma a universalidade de um Eu (o branco). Se o processo epidérmico-
racial acontece atraves da possibilidade de o olhar branco impor ao corpo e ao sujeito negro um
significado do seu interesse, as chamadas tecnologias biométricas tiveram um papel de

operacionalizar tecnicamente esse procedimento.

Explicamos as tecnologias biométricas como aquelas que usam o corpo, seus pedacos e
medidas como evidéncias de significados que séo impostas para além do que o sujeito fala sobre
si préprio. Esse conjunto de artefatos permitiu as elites brancas acesso a um meio técnico de

imposi¢do da ideia de inferioridade do corpo negro e do rétulo de “escravo”.

Na travessia atlantica e em toda escravatura, Browne encontra um exemplo concreto e
constante dessa funcionalidade: a violenta pratica de marcacdo dos africanos sequestrados e

seus descendentes com ferro quente. Em verdade, ela ja acontecia em toda parte como antes da

2 FANON, Frantz. Peles Negras Mascaras Branca. Editora Edufba. Salvador, 2006.
2 BROWNE, op. cit. . p. 98
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viagem nos portos africanos, no navio negreiro e na chegada nas col6nias, além préprias
fazendas onde iriam trabalhar. Esse processo tinha como o objetivo identificar através do corpo,
0 sujeito como uma propriedade de um comerciante ou senhor de escravos, ou seja, funcionava
como um registro daquela condigdo, “(...)uma forma de medida escravagista de construcéo,
rotulagdo e marketing do sujeito negro como mercadoria.”®® Como explica Browne, 0s
escravizados eram marcados por nimeros ou letras, muitas vezes como forma de identificacao
individual para o comércio escravagista, para procedimentos criminais ou até para o po6s-morte.
O caréater biométrico e epidérmico da tecnologia esta, dessa maneira, 0 meio como 0 corpo é

marcado como evidéncia da posicionalidade do negro na sociedade escravagista.

O uso do ferro quente expde como a violéncia corporal ndo era algo externo a vigilancia
racializadora, mas sim seu meio de operacdo. As queimaduras e cicatrizes deixadas pela tortura
inerente desses aparatos tornava-se um marcador de identificagdo e monitoramento. De tal
modo, através do ferro em brasa, era produzida hipevisibilizacdo daquele corpo em face aos
aparatos de terror e se demarcava a posicionalidade. Tratava-se mesmo de tecnologia
biométrica baseada na dor, que coisifica e desumaniza, marcando o0 corpo negro como

propriedade a ser vigiada, ndo s6 para seu senhor, mas por toda a sociedade civil.

Apesar da extensdo e da brutalidade dessa préatica, ha aqui que se fazer uma adverténcia
para ndo reproduzirmos uma visdo de que essas ferramentas de desumanizagdo produziram

passividade negra:

Ainda que marcar com ferro em brasa fosse uma pratica de vigilancia racializadora
com objetivo de negar a vida humana negra ser amplamente experimentada (todo o
corpo sendo marcado como “sociedade”), fugas e outras formas de contra praticas
sugerem que desumanizacdo ndo foi totalmente alcangada em um nivel afetivo, e
aqueles marcados ainda eram ingovernaveis mesmo com a marca, ou em desprezo a

esta.?’l

Orlando Patterson®* descreve que no Brasil, em Minas Gerais, escravos rebeldes
recebiam uma marca de ferro em brasa com a figura “F” como forma de puni¢do assim como
uma marca de periculosidade. No entanto, os préprios escravizados ressignificavam essa marca
como um motivo de orgulho de sua resisténcia, sendo essas exibidas como marcas das tentativas
heroicas de fugas. Esse € um dado expressivo de como a vigilancia dos escravagistas, apesar de

aterrorizante, sempre contou com resisténcia, inclusive na desconstrucdo simbolica dos

30 |dem. Ibidem. p.91
31 BROWNE. 2015. p.101 Tradugdo nossa.
32 PATTERSON, Orlando. Slavery and Social Death. Cambridge: Harvard University Press, 1982.
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proprios atos de terror racial. Por outro lado, como segue no registro de Patterson, a resposta
dos escravagistas a esses atos de resisténcia mostra a capacidade dos aparatos de terror e
vigilancia serem atualizados: no lugar do ferro em brasa, comecaram a ser arrancados os dedos

dos pés.

Outro exemplo do uso do ferro quente e de continua resisténcia é a historia de Cobaah,
contada por Browne® a partir os relatos do escravagista Thomas Thistewood na Jamaica.
Cobaah era uma mulher escravizada de propriedade de Thistewood, que constantemente a
violentava sexualmente e descrevia os atos em seu diario. Cobaah foi marcada em ferro quente
com as letras TT, as iniciais de Thistewood, seu corpo identificado para ser vigiado e violentado
sexualmente, o que sinaliza para o papel do estupro como uma das mais evidentes praticas do
terror racial. Hartman fala que no contexto de escravatura, o branco tem no corpo negro um “(...)
veiculo de poder, prazer e lucro (...)”** e a historia de marcagao e violéncia sexual de Cobaah
expressa essa ideia. Mas sua historia ndo se resumiu a esse processo de intensa degradacao.
Cobaah fugiu incontaveis vezes, sendo recapturada e castigada por essas fugas e chegando a ser
marcada na testa com o TT de Thistewood por essa constante pratica de ndo aceitar sua
captividade e buscar a liberdade. Cobaah no final foi vendida por Thistewood em 21 de Maio
de 1774 e saiu da Jamaica para Gedrgia nos Estados Unidos. Para Browne, a negacao de Cobaah
em aceitar sua captividade e o significado de ser marcada revela os limites na légica de

desumanizacdo na violenta préatica de marcacdo com ferro quente.

Por outro lado, visualizar a violéncia presente nessa pratica como um elemento da
vigilancia racializadora nos permite ver outros exemplos menos explicitos de funcionalidade
biométrica, a exemplo de acoitamentos e chicotadas que deixavam marcas fisicas nas costas.
Com essas praticas, 0os senhores marcavam o sujeito alvo de vigilancia e determinavam o espago
do negro na sociedade escravocrata, reafirmando a racializacdo. Outro exemplo sdo as mascaras
de ferro colocadas em escravizados de forma a impedi-los de consumir algo da colheita
enquanto trabalham em cafezais e outros espacos de produco. Grada Kilomba®® aponta um
outro sentido para o instrumento, como aparatos de terror e controle baseado no silenciamento,
uma verdadeira metafora do colonialismo e seu poder de tirar a voz do subalterno. Podemos,
assim, compreender essas mascaras como uma outra tecnologia biométrica, como uma forma

de marcar o corpo, o torna hipervisivel e reafirma a posicionalidade do negro na sociedade

33 BROWNE, op. cit, p. 100-101
3% HARTMAN, op. cit. p. 20
35 KILOMBA, Grada. Memorias de Plantacdo: Episodios de racismo cotidiano. Rio de Janeiro, Cobogo, 2019,

n.p.



26

escravocrata. Por meio desta e de outras praticas, as elites brancas transfiguraram corpos negros
em evidéncias para identificacdo e gerenciamento através de violéncia fisica, instituindo uma

funcionalidade biométrica baseada no terror.

No entanto, ndo é somente na violéncia corporal que as tecnologias biométricas
funcionaram para vigilancia escravocrata. Um exemplo disso séo os folhetos anunciando fugas
de escravos e oferecendo recompensas em troca da captura. Browne aponta que esses folhetos
continham nomes, descricdes fisicas, lista de recompensa, talentos, ocupacdes, habilidades,
roupas etc. Ou seja, eram verdadeiros informes de dados para identificagéo da pessoa que fugia
do terror da escravidao, inclusive com descrigdes corporais, conectando caracteristicas fisicas
e a condicdo de escravo. Essa foi uma tecnologia de carater biométrica que permitiu a vigilancia
antinegra ser realizada nédo s6 por senhores ou autoridades publicas, mas pela sociedade civil

em geral.

Em Machado de Assis, encontramos narrada a funcionalidade desta tecnologia no conto
Pai Contra M&e®, obra sobre Candido Neves, um homem que exerce o oficio de capturar
negros fugidos. Candido é um homem pobre casado com Clara, que estéa gravida, morando com
a parente da moca, Tia Monica. Os trés estdo sob o risco de cair na miséria total por causa do
nascimento do filho. Candido precisa de dinheiro urgente e revisa em suas notas de escravos
fugidos: “(...) as gratificagdes pela maior parte eram promessas, algumas traziam a soma escrita
e escassa. Uma, porém, subia cem-mil-réis. Tratava-se de uma mulata; vinham indicacfes de
gesto e de vestido.”%’. Depois, no momento que a situacdo chega no limite, ele e sua familia
decidem entregar seu préprio filho. Quando esté para entregar a crianca, ele observa uma pessoa
passando na rua e, reconhecendo a descricdo nas suas notas, percebe que era a escrava fugida.
Aqui temos o perfeito funcionamento da tecnologia biométrica: ela permite a identificacdo a
partir da descricdo fisica, dando operacionalidade a vigilancia, além de imputar a condigdo de
escrava agquela mulher que foge. Candido captura a mulher e percebe que ela esta gravida. Ele
a leva até seu senhor e recebe sua recompensa e, naquele momento, ela tem um aborto
involuntario. Enquanto arrasta essa pessoa, muitos na rua assistem sem fazer nada, pois essa
captura € mais ato comum do dia a dia. A narrativa machadiana captura o fato de que a

vigilancia antinegra é extremamente violenta, mas também cotidiana.

3% ASSIS, Machado. Pai contra mae. 1906. Dominio Pablico.
37 |dem. Ibidem. p.8
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Outro ponto interessante no mencionado conto é quando Candido relata que um dia
confundiu a descri¢éo de um dos seus alvos, capturando um negro livre por engano. Ao perceber
seu equivoco, pediu desculpas ao homem e cada um foi para seu lado. Esse € um relato ficcional
no século XIX de um falso-positivo - em que ha a identificacdo equivocada da pessoa - nesse
caso, em uma tecnologia biométrica feita de papel e tinta. Aqui, podemos atentar para o fato de
que ndo sb pessoas negras legalmente submetidas & condigdo de escravo eram atingidas pela
vigilancia deste sistema, mas também aqueles que estavam livres em termos de literalidade
juridica e, em tese, fora do alcance dos aparatos. Trata-se da confirmacéo de como a tecnologia
atinge toda a populacéo negra com o significado de “escravo”, de “coisa”, de “ndo-humano”,

apontando para seu potencial difuso.

Assim como as tecnologias biométricas, também temos as comunicacionais cumprindo
um papel na vigilancia da escravatura. Um exemplo cabal desses artefatos séo os telégrafos que
surgem ao final do periodo escravagista no Brasil. Clovis Moura® descreve que essa tecnologia
é exportada pela Inglaterra — pais que pressionava o entdo independente Estado Brasileiro a
abolir a escravatura segundo seus interesses imperialistas— no processo de modernizacdo do
pais. Um dos usos dessas tecnologias seria comunicar as autoridades quando os traficantes
ilegais de escravos chegassem aos portos. No entanto, Moura aponta que pela natureza
conservadora do nosso processo de modernizacdo, os telégrafos também tiveram no outro
sentido: serviriam como mecanismos de aviso por parte das elites para autoridades policiais
quando havia fugas de escravos. Como ilustra o autor: “(...) 0s fazendeiros do café acionavam-
no constantemente como meio de comunicacéo, avisando as autoridades das fugas de escravos
para que elas ficassem cientes e tomassem as medidas cabiveis”®. Portanto, o uso do telegrafo
era uma pratica rotineira de vigilancia, o que inclusive mostrava uma caracteristica do controle
e punicdo no final do periodo escravista, com o crescente protagonismo do Estado e das
agéncias policiais na vigilancia em substituicdo ao controle privado performado pelas elites

escravocratas de forma direta.

Assim, o uso dos telégrafos como tecnologia a servigo dos aparatos de vigilancia
potencializou a capacidade de captura dos negros que fugiam do cativeiro. Em outras palavras,
eles levavam ao aumento da capacidade da elite senhorial em efetivar a vigilancia e o castigo,
assim como promover obstaculos as formas de resisténcia negra. Eram tecnologias que

aperfeicoavam a captividade do terror, sobretudo quando conectadas com tecnologias

38 MOURA, Clévis., 1994, p.60-62
39 Idem. Ibidem, p. 62
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biométricas que traziam o corpo como evidéncia (a exemplo dos folhetos de fugitivos). Como
podemos ver, as tecnologias de comunicacdo, que atualmente estdo cada vez mais sendo
manuseadas por um Estado racista, tem um antecedente histérico nos telégrafos ingleses
empregados por delegados e fazendeiros no final do periodo escravagista no Brasil. Apesar
desses recursos ndo serem inicialmente vistos como produtores de racializagdo como as
tecnologias biométricas, sua contribuigdo para “cativeiro sem possibilidade de fuga” ¢ o que
possibilita pensar tecnologias de comunicacdo como parte essencial da vigilancia

racializadora.

O modo como Browne utiliza o conceito de vigilancia racializadora e o uso de
tecnologias - biométricas ou outras - para sua construcdo e operacao pode ser articulado com o
que Ruha Benjamin entende sobre a raca funcionar como uma tecnologia. Para Benjamin“, a
raca € uma ferramenta de subjugacéo, estratificacdo e espoliacdo de grupos dominados e
operada pelas elites brancas para a edificacdo e manutencdo de poder. Um ponto que merece
destaque do argumento de Benjamin é a capacidade da raga como tecnologia de se conectar
com outras ferramentas para permitir a constituicio de complexos tecnoldgicos que
engrandecem o poder de opressdo e espoliagcdo, 0 que vemos nos processos descritos por
Browne sobre o papel essencial das tecnologias biométricas no processo de racializacdo por
vigilancia.

Pensar vigilancia a partir da escravatura nos permite compreender que aquela foi
caracterizada por sua forte ameaca ou pratica de intensa violéncia corporal, mas também em
como teve um carater produtivo nos processos de racializacdo e hipevisibilizacdo de pessoas
negras em face de aparatos de terror. Esse modo de vigilancia operou por meio de um complexo
tecnoldgico que utilizava a raca como ferramenta de subjugacdo, praticas biométricas de
marcacao e identificacdo, assim como tecnologias de comunicagdo para o auxilio de praticas de
controle e monitoramento, resultando na reafirmacéo da posicionalidade no negro como o néo-
humano/nédo-cidadao na sociedade ocidental. Esse complexo tecnolégico reafirmava o lugar da
branquitude como esse locus de direitos, liberdades e privilégios, sobretudo no que se refere ao
poder de falar sobre e pelo Outro. Esse sofisticado arcabouco tecnologico era constantemente

questionado, combatido e ressignificado pela populacdo negra em todo o Atlantico Negro, o

40 BENJAMIN, Ruha. Race After Technology: Abolitionist Tools for the New Jim Code. Polity Press,
Cambridge, 2019. Verséo digital ndo paginada.
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que também levava a updates das elites brancas escravocratas de forma a lidar com as formas

de resisténcia e elevar a eficiéncia das suas ferramentas.

Mas o0 que acontece quando a escravatura como sistema social, cultural, econdmico e
politico entra em decadéncia e comeca a ser abolida pelo menos na letra da lei em todo o
Atlantico, em especial no Brasil? Sabemos que a abolicdo legal da escraviddo ndo foi o fim das
consequéncias desse sistema, ou mesmo, é questionavel falar de um verdadeiro final. Como
elabora Hartman®!, existe um além-vida da escravatura (afterlife of slavery), uma continuidade
das estruturas e institui¢cdes de subjugacdo e terror fundadas nesse contexto e que vivem para
além dela, algo verificado nas violéncias estruturais vividas pela populag¢do negra em Diaspora.
Nesse contexto no qual as elites brancas precisam atualizar os modos de subjugar a populacéo
negra para um novo (velho) mundo, o que acontece com a vigilancia e seu complexo arcabouco

de tecnologias protagonizadas pelas ferramentas biométricas?

1.2. O pés-abolicdo e a atualizacdo do complexo tecnoldgico da vigilancia racializadora

“O que fazer com essa negrada?” Essa ¢ uma questdo que vai dominar as elites brancas
brasileiras durante o escravismo tardio,*? entre 1850 e 1888, e no pds-abolicdo, com o
remanejamento do Estado Brasileiro sob a forma de uma Republica Militar. Evidentemente, as
elites precisam atualizar o complexo tecnolégico biométrico de racializacdo utilizado na
vigilancia escravocrata para um Brasil pds-aboli¢do, ou melhor, um Brasil do além-vida da
escravatura. Essa transformacdo se dara através de um processo de adequacéo, baseado em
saberes antropoldgicos, médicos e juridicos — que fluiram entre Europa e América — e que
consagrara a o sistema penal e as politicas eugenistas como respostas para o “problema do
negro” no pos-abolicdo. E aqui as tecnologias biométricas terdo um papel de destaque na

edificacdo dessa arquitetura no além-vida da escravatura.

Ana Flauzina*® explica que o periodo pos-abolicio e da Republica recém-proclamada
foi marcado por uma reorganizagdo do sistema penal para se tornar o principal meio de

repressdo. Esse periodo foi marcado pela instituicdo do Codigo Penal dos Estados Unidos do

41 HARTMAN, Saidiya. Lose your Mother. A Journey Along the Atlantic Slave Route. New York: Farrar, Straus
and Giroux, 2007.

42 O conceito de “escravismo tardio” ¢ descrito por Clovis Moura como o periodo final da escravatura (1850-
1888), no qual, suas relagdes ja estavam em decadéncia como resultado da forte luta de resisténcia da classe
escrava, 0 movimento abolicionista e pela modernizagdo conservadora que levava a transi¢do do escravismo como
modo de producdo para o capitalismo. MOURA, Cldvis. Rebelides da Senzala: Quilombos, Insurreicdes,
Guerrilhas. Mercado Aberto, Porto Alegre, 1988.

4 FLAUZINA, op. cit. p. 66 e ss.
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Brasil em 1890- antes mesmo que uma Constituicdo - e uma série de leis extravagantes, a
exemplo da Lei da VVadiagem que possibilitaram um controle punitivo diferencial baseado na
raca. Para Flauzina, esse corpo juridico penal estabeleceu para pessoas brancas uma instrumento
de criminalizacdo com objetivo de interiorizar a disciplina fabril e repressdo de movimentacdes
politicas. No entanto, a autora explica que a pauta da criminalizacdo para a populacdo negra
gestada no pos-abolicdo estava para além de desestimular o atuacdo ativa contra a ordem

estabelecida, mas sim em lidar com uma periculosidade associada ao “ser negro”:

A legislacdo que investiu contra vadios, mendigos, vagabundos, por exemplo, serviu
a uma vigilancia que se posicionava antes a massa negra urbana de forma a cercear
sua movimentacao especial, evitar associacfes, extirpar as possibilidades de qualquer
ensaio de reagdo coletiva. Para além do patrulhamento ideoldgico, buscava-se trazer
para o labor esses seres inddceis, otimizar seu tempo entre a casa e o trabalho, diminuir
os intervalos inuteis da vagabundagem. Tudo isso a cargo da truculéncia do controle
penal.*

Nesse sentido, o sistema penal no pds-abolicdo estava sendo edificado na Idgica de
controle disciplinar da mao-de-obra, mas associado a um controle diferencial baseado na raga
no qual a negritude era associada diretamente a periculosidade penal. E dessa forma que as
elites brancas conseguiram a manutencdo das hierarquias raciais através do terror apds o fim da
escravatura. E nessa coadunagdo entre criminalidade e negritude em que a vigilancia
racializadora e as biométricas terdo seu lugar para manutencgdo do terror racial sustentada na

atualizacdo do signo do “escravo” para o signo do “criminoso”.
2.1.1. Biométricas na edificagdo do signo do “criminoso” como instrumento de vigilancia.

Entre Europa e América, entre Paris e as cidades latino-americanas, forma-se, a partir
de meados do século XIX, um profundo dialogo cientifico baseado nos saberes médicos e
antropologicos sobre o tema da “inferioridade racial” e de como lidar com os definidos como
“inferiores”. E o periodo do racismo cientifico, um paradigma baseado na unifio entre o
darwinismo social e a sanha das elites intelectuais e cientificas da época de ambos 0s
continentes. Esse modelo tem por objetivo explicar o mundo através das medidas, de ldgicas de
quantificaco e estatistica que caracterizaram a segunda metade do século X1X, configurando-
se como amparo cientifico para a ideologia da supremacia do homem branco. Para 0s europeus,
o racismo cientifico servia como fundamento para o neocolonialismo, uma justificacao historica
para a escravatura, assim como um saber tedrico base para a gestdo populacional interna

baseada na diferenca racial. Nas Ameéricas, fundamentou a hierarquizacdo racial interna da

4 |dem. lbidem. p. 85
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populacdo negra no pés-abolicdo, dos povos indigenas e um controle sanitario-higienista

interno e imigratdrio.*

S80 muitas as expressdes desse transito atlantico do racismo cientifico. Esta, por
exemplo, na tradugdo do pensamento lombrosiano por Nina Rodrigues para a defesa de uma
inferioridade negra e indigena que explicaria uma tendéncia natural a delinquéncia“®. Esta na
interlocucdo de Renato Kehl com os mais varios autores dos Estados Unidos, da Franca,
Alemanha e Inglaterra na defesa do modelo eugénico de gestéo de populagdes.*’ Mas sobretudo,
esta na travessia atlantica dos métodos biométricos de registro corporal que conferiram um
carater cientificista aos diferentes processos de subjugacdo negra no pés-abolicdo. Nesse
processo, fica evidente que ndo existe inferiorizacdo fundada no racismo cientifico sem novas
tecnologias biométricas, algo representado pela bertillonage criada fotografo e policial da

cidade francesa de Lyon, Alphonse Bertillon.

A bertillonage, também chamada de antropometria, consistiu em complexo sistema de
medicdes catalogados em fichas, que permitiam a comprovacdo da identidade a partir da
explicagdo da forma do nariz, orelhas, sobrancelhas e através de formulas descritivas para
possibilitar a identificagdo do suspeito no espac¢o publico. Foi resultado das observagdes do seu
criador dos problemas burocraticos da organizacdo de arquivos policiais da sua cidade de
ocupacdo. Na antropometria, Bertillon ira desenvolver até mesmo um kit de identificacdo para
cores da iris, e como fotdgrafo vai atualizar seu sistema antropométrico com a fotografias das
pessoas catalogadas e seus processos de medicdo.*® Ao ser colocada no cartdo antropométrico,
a fotografia inaugura um processo que comeca a conectar o registro visual da face a informacdes
sobre a identidade do sujeito, de forma a servir uma arquitetura de vigilancia a partir de uma

operacao biométrica.

45 Para pensar o racismo cientifico como um elemento essencial da Modernidade, indica-se a leitura de MBEMBE,
Achille. Politicas da Inimizade. n-1 edi¢6es, 2020 e GILOY, Paul. O Atlantico Negro: Modernidade e dupla-
consciéncia. Editora 34, Sdo Paulo, 2012, 2 ed, p. 106-109

4 GOES, Luciano. A traducéo do paradigma etioldgica de criminologia no Brasil: Um dialogo entre Cesare
Lombroso e Nina Rodrigues na perspectiva centro-margem. Dissertacdo de Mestrado. Universidade Federal de
Santa Catarina, Floriandpolis, 2015.

47 GOES, Weber Lopes. Racismo, eugenia no pensamento conservador brasileiro: a proposta de povo em
Renato Kehl. Dissertacdo (Mestrado em Ciéncias Sociais) — Universidade Estadual Paulista, Faculdade de
Filosofia e Ciéncias, 2015, p. 38

4 GALEANO, Diego. Identidade cifrada no corpo: o bertillonage e o Gabinete Antropométrico na Policia do Rio
de Janeiro, 1894-1903. Bol. Mus. Para. Emilio Goeldi. Cienc. Hum., Belém, v. 7, n. 3, p. 721-742, set.-dez. 2012
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Simone Browne*® indica que a utilizagdo da antropometria nesses contextos policiais foi
a primeira conexdo ostensiva entre identidade e medidas corporais, assim como a cria¢ao dos
primeiros bancos de dados biométricos. Dois elementos biométricos — fotografias e descri¢des
cranianas — e dados de identificacdo — nome, endereco, idade — eram conectados com a rotulacéo
criminal. A antropometria possibilitava um grau sofisticado de registro e arquivamento para as
agéncias policiais, abrindo também a possibilidade de falsos-positivos, tendo em vista que a

conex3o realizada acima também abria chances de erros de identificagdo

Em paralelo ao uso policial, a antropometria fornecera dados e instrumentos para 0s
estudos antropoldgicos fisicos e a busca da explicacao e classificacdo racial do género humano
a partir da anatomia. Nesse ambito, destaca-se o trabalho de Paul Broca, fundador da
antropologia fisica®, cirurgifo e amigo de Alphonse Bertillon. Em seu trabalho como médico
cirurgido, ele descobriu a relacdo entre déficits de fala e supostos problemas na constituicéo
cerebral e tal descoberta ira constituir seu foco de estudo na anatomia humana. Em 1859, Broca
sera membro fundador da Sociedade Antropoldgica de Paris e, em conjunto com Bertillon,
defendeu que caracteristicas anatdmicas teriam relacfes direta com habilidades e o carater do
ser humano, buscando sua explicacdo a partir de estudos anatémicos.>? Enquanto Bertillon
focava em registros individuais de criminosos, Broca baseava-se em médias populacionais
anatémicas, classificando assim as racas, com pretensdo de “(...) precisar os limites de
variabilidade do género humano a fim de chegar a consequéncias fisioldgicas sobre a aptiddo

— ou inaptiddo — dos povos a civilizago.>

Compartilhando desse mesmo entendimento, o italiano Cesare Lombroso debrugou-se
sobre o estudo dos delinquentes a partir da antropologia fisica. Consagrado no Primero
Congresso de Antropologia Criminal em Roma, no ano de 1885, Lombroso foi o maior
representante do paradigma etiolégico da criminologia baseado no positivismo cientifico

4 BROWNE, Simone. Race and Surveillance. In: Routledge Handbook of Surveillance Studies. 2012, 72-80,
Routledge, Nova York.

%0 OLIVA, Diego Coletti. Entre olhos eletronicos e olhares humanos. Dissertacdo de mestrado para Pos-
Graduacdo em Sociologia. UFPA, Curitiba, 2013.

51 Antropologia fisica pode ser definida como um campo da antropologia que se baseia na histéria natural do
género humano com base no anatomista francés Paul Broca em meados do século X1X e teve como base estudos
biométricos de corpos humanos e processos de catalogagdo e classificacdo racial. SOUZA, Vanderlei Sebastido
de, SANTOS, Ricardo Ventura. Corpos, medidas e nacao: antropologia fisica na capital da Republica brasileira na
primeira metade do século XX. Bol. Mus. Para. Emilio Goedli. Cienc. Hum. Belém, v. 7, n.3, p.639-643, set-
dez, 2012.

52 SCIENCE MUSEU GROUP. Paul Broca (1824-1888). Disponivel
em:<https://collection.sciencemuseumgroup.org.uk/people/cp46570/paul-broca> Acesso em 23 Abril 2021

5 BLANCKAERT, Claude. Logicas da antropometria: mensuracdo do homem e biossociologia. Revista
Brasileira de Histdria, Sao Paulo, v. 21, n. 41, 2001, p. 147
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emergente e cada vez mais dominante no século XIX. Este paradigma pode ser definido a partir
da busca por causas explicativas da criminalidade como um fendmeno natural da sociedade,
partindo por um método cientifico, com posterior estipulacdo de medidas de combate ao
crime.>* Assim, diferentes cientistas filiados a essa corrente propuseram explicagbes para a
criminalidade como uma realidade ontoldgica a ser positivada pelo legislador. Lombroso
descreveu a criminalidade como fruto de um determinismo anatémico-fisiologico psiquico e
buscou através de métodos de observacdo e experimentacdo em manicomios e prisdes,

classificar criminosos.

A compreenséo da diferenciacdo racial de Lombroso tinha como base o poligenismo,
partindo do pressuposto de multiplas origens para as ragas humanas, com o0 argumento de que
existiam “(...) fontes genéticas diferentes, centros territoriais de origem diversa, sendo
resultados de espécies distintas e plurais (...).”%> Lombroso e seus discipulos analisavam os
corpos de internos em presidios e manicémios, mediam cranios e identificavam e classificavam
as pessoas alvos de suas técnicas. Aqui entram as ferramentas biométricas como antropometria
e teorias cientificas como a craniometria — estudo das caracteristicas do cranio humano - e
frenologia — estudo das formas e protuberancias do cranio como fruto de aptidGes e
personalidades.

Podemos visualizar nos nomes acima, como antropometria e técnicas como a
craniometria e frenologia, fomentaram a associacdo de técnicas biométricas no processo de
categorizacdo de grupos sociais. Como explica Browne® tais ferramentas e conhecimentos
eram utilizados para marcar alguns grupos a partir do rétulo de “primitivos” e, assim, fora da
categoria de portadores de direito. Essa logica permitia que certos grupos raciais — como a
populacdo negra ou indigenas — serem categorizados através dessas técnicas como predispostos
ao cometimento de crimes, em uma ldgica no qual a racializacdo é associada a processo de
criminalizacdo e rotulacdo. O Brasil (e a América Latina) ndo serdo estranhos a este uso das
biométricas e em verdade que auxiliariam ndo somente na justificacdo cientifica ao controle
penal diferencial, mas também em auxiliar a organizacdo e administracdo de dados para as

agencias policiais.

% ANDRADE, Vera. Do paradigma etiol6gico ao paradigma da reagdo social: mudanca e permanéncia de
paradigmas criminolégicos na ciéncia e no senso comum. Revista Seqiiencia N° 30 Ano 16 - junho de 1995 - p.
24-36

5 GOES, 2015 p. 73

% BROWNE, 2012, p. 75-80
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As elites econbmicas e cientificas brasileiras e de outros paises da América Latina
atravessaram o Atlantico, por meio de cartas ou de viagens de estudos, para aprender esses
diferentes modelos de controle biométrico. Diego Galeano® relata que especialistas em
identificacdo biométrica do Brasil, México, Equador, Peru, Chile, Uruguai e Argentina foram
formados a partir de viagens a Paris para participar dos grandes congressos, assim como pela
traducdo de artigos e manuais de Bertillon. Uma das maiores expressdes desse fluxo € o fato
que Buenos Aires foi a primeira cidade fora da Franca a adotar o sistema antropomeétrico de
Bertillon. Durante as décadas de 1900 e 1910, houve um intenso dialogo transnacional entre
agéncias e reparticoes policiais do Brasil, Argentina e Uruguai sobre sistemas de identificacdo
e registro policial. Essas eram tentativas de se construir lagos institucionais e bancos de
informacBes antropométricos que atravessassem fronteiras, uma busca que continuara sendo

importante quando se trata de vigilancia biométrica no Brasil.

Como explica Galeano, havia uma forte preocupacéo das agencias policiais na América
Latina, em especial a brasileira, de modernizar sua burocracia informacional. Manuela
Valenca®® indica que implantar técnicas utilizadas pelas policias francesas e inglesas era de
forte interesse das agéncias policiais ainda em constituicdo que queriam mudar sua péssima
reputacdo a partir do ideal da modernizacdo. Com esse objetivo, o primeiro laboratorio
antropomeétrico brasileiro sera fundado em Ouro Preto em 1893%°. Entre os anos de 1895 e 1897,
serdo implantados os laborato6rios de Porto Alegre e Sdo Paulo, ambos funcionando em prisdes
e servindo tanto para fins de registro, como espago para experimentos cientificos®®. Aqui a dupla
funcdo da antropometria passa a ser transferida por meio do fluxo da Europa para Brasil e

marcara o papel protagonista de médicos e criminélogos como atuantes do sistema.

Sebastido Ledo (1897, p.190), diretor do gabinete da cadeia de Porto Alegre, quem
explicava que uma vez instalado o servigo antropométrico se dedicaria aos “estudos
de antropologia criminal”. Por sua parte, o gabinete de Sdo Paulo — que chegou a
acumular quase cinco mil fichas antropométricas na primeira década de
funcionamento — foi dirigido por outro médico, Evaristo da Veiga, a quem Félix
Pacheco (30 dez. 1902) chamava de “campedo da antropometria” e acusava de
orientar as praticas de identificacdo ao “estudo de certo criminoso do ponto de vista
da morfologia individual e de sua psicopatologia”®*

5" GALEANO, 2012. p. 723

%8 VALENCA, Manuela. op. cit. p. 77-78.

% FERRARI, Mercedes Garcia; GALEANO, Diego. Policia, antropometria e datiloscopia: histéria transnacional
dos sistemas de identificacdo, do rio da Prata ao Brasil. Hist. cienc. saude-Manguinhos, Rio de Janeiro, v.
23, supl. 1, p. 171-194, Dec. 2016.

60 |dem. Ibidem. p.187

61 |dem. Ibidem. p. 188
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Em 1894, foi fundado o laboratério médico legal no Rio de Janeiro, comandado por um
antigo médico do corpo policial, Thomas Coelho. Diego Galeano® aponta que esse primeiro
gabinete foi duramente criticado por juristas liberais da entéo capital que argumentavam como
0 processo de identificacdo era um ato vexatorio e violador do cidadao, com o Rio de Janeiro
se tornando um lugar de forte resisténcia a antropometria. Por isso, houve pouca eficiéncia no
namero de catalogacdes, especialmente se comparado com o gabinete de Sdo Paulo. Somente
em 1899, serd& montado um gabinete antropométrico na capital fluminense com maior
capacidade de identificacdo, sendo um dos principais interesses, a integracdo de dados com o
servico antropomeétrico instalado em S&o Paulo. Neste primeiro ano, o gabinete chegou a
catalogar 1.060 fichas antropométricas enquanto no ano seguinte chegou ao niimero de 1.752.%3

No ano de 1899, foram instituidos dois decretos em relacdo ao uso da antropometria:

Nesses decretos, declarava-se “instituida a identificacdo antropométrica obrigatoria
dos réus presos, de acordo com o sistema de Alphonse Bertillon”, servigo que devia
ser feito nas instalacdes da cadeia. Os reclusos estariam sujeitos ao processo de
identificacdo logo ap6s a detencéo ou no dia seguinte, porém, algumas categorias de
detentos ficavam excluidas: os inculpados por crimes politicos, callnia e injdria,
duelos sem lesdes corporais, adultério, as prostitutas e as mulheres presas por
infracBes contra a moral publica e, em geral, todas as detencGes que ndo fossem
propriamente criminais. Os outros presos podiam recusar sujeitar-se as medigdes
antropométricas, mas, nesse caso, sofreriam pena disciplinar. Finalmente, o servico
de identificagdo seria ‘secreto’, isto ¢, ninguém teria acesso as fotografias e as fichas
antropométricas. Somente as policias do Brasil, do estrangeiro e as autoridades
judiciarias podiam solicitar informagcdes sobre os sujeitos identificados®

Como ja tratamos, a antropometria tem uma dupla face que, além de servir para
identificacdo de pessoas que passavam pelo sistema penal, também possibilitava estudos
antropoldgicos, sobretudo na seara da antropologia criminal. Em Salvador/Bahia, 0 nome de
Nina Rodrigues ficou marcado por este uso especifico da antropometria, se tornando um dos
professores de mais célebres da Faculdade de Medicina da Bahia. Em sua obra, novamente o
fluxo atlantico das biométricas e o saber cientifico é expresso, pois, como explica Luciano
Goés®, Nina Rodrigues foi o tradutor das ideais de Lombroso para a margem brasileira. Na
relacdo entre o centro e margem, a ideia de tradugdo marginal esta pautada em uma prética de

adaptacdo de teorias e modelos de pensamento europeus para realidade fatica do Brasil.

62 GALEANO, 2012. p. 733

83 |dem. Ibidem. p. 735

6 1dem. lbidem. loc. cit.

65 GOES, Luciano. 2015, passim.
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Como explica Evandro Piza Duarte e Cristina Zackseski®®, o controle punitivo
construido no Brasil esta relacionado com um modelo civilizatério que coaduna interesses
locais e internacionais para a producéo e reproducdo de hierarquias sociais, sendo resultado de
relacGes de poder contextualizadas. De tal forma a obra de Nina Rodrigues ndo pode ser vista
como uma simples cdpia da periferia do sistema por causa de uma suposta dependéncia cultural
e cientifica, mas fruto de um contexto global — e diriamos aqui da burguesia/elite branca
internacional — ao mesmo tempo que resultante das relacdes de poder locais. Nesse sentido,
Duarte®’ nos alerta para a necessidade de se atentar para a diferenca entre as categorias
“estrangeiro” e “nacional”. O autor pontua que essas sao categorias criadas de forma artificial
e ndo devem ser manipuladas de forma a eximir a responsabilidade dos intelectuais e cientistas
brasileiros na criacdo de paradigmas racistas de controle social, sobretudo quando se pensa que
alguns dos elementos da criminologia positivista do Brasil eram estranhos aos europeus e
estavam ligados a problematicas locais. Nesse sentido, Duarte®® ainda aponta para o fato de que
a obra de Nina Rodrigues acabou por expressar uma solugdo para um problema que para 0s
tedricos europeus era apenas periférico: a responsabilidade penal das racas consideradas

inferiores.

Nesse sentido, é importante lembrar que Nina Rodrigues era um critico da concepcéo
de livre arbitrio defendida pelos autores da Escola Classica, ou seja, a ideia da responsabilidade
criminal que tinha como fundamento o fato que o ser humano era livre e poderia ser punido se
cometesse atos contrarios a legalidade. Com base nas teorias evolucionistas e na antropologia
criminal, Rodrigues defendia que existiam ragas humanas mais primitivas, como a dos africanos
e seus descendentes, incluindo nessa categoria também os povos indigenas, que ndo poderiam
ser responsabilizados do mesmo modo que os brancos. Ndo € que eles estariam livres da
responsabilidade penal, mas sim que uma suposta incapacidade biol6gica impediria o exercicio
do livre arbitrio em relagdo a seus atos e, assim, ndo poderiam ter a mesma responsabilidade

das racas mais “evoluidas”.

Pode-se exigir que todas estas racas distintas respondam por seus atos perante a lei
com igual plenitude de responsabilidade penal? Acaso, no célebre postulado da escola
classica e mesmo abstraindo do livre arbitrio incondicional dos metafisicos, se pode
admitir que os selvagens americanos e 0s negros africanos, bem como 0s seus

% DUARTE, E. C. P.; ZACKSESKI, Cristina. Sociologia dos Sistemas Penais: controle social, conceitos
fundamentais e caracteristicas. Publica¢Bes da Escola da AGU: Direito, Gestdo e Democracia, v. 1, p. 147-168,
2012.

8 DUARTE, E.C.P. Criminologia e Racismo: Introducdo ao processo de Recepgdo das Teorias Criminoldgicas
no Brasil. Universidade Federal de Santa Catarina (UFSC) Centro de Ciéncias Juridicas. Mestrando em Direito,
Floriandpolis, 1988.
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mesticos, ja tenham adquirido o desenvolvimento fisico e a soma de faculdades
psiquicas, suficientes para reconhecer, num caso dado, o valor legal do seu ato
(discernimento) e para se decidir livremente a cometé-lo ou néo (livre arbitrio)? — Por
ventura pode-se conceder que a consciéncia do direito e do dever que tem essas ragas
inferiores, seja a mesma que possui a raga branca civilizada? — ou que, pela simples
convivéncia e submissdo, possam aquelas adquirir, de um momento para o outro, essa
consciéncia, a ponto de se adotar para elas conceito de responsabilidade penal idéntico
ao dos italianos, a quem fomos copiar o nosso cddigo? °

Rodrigues também era um critico da miscigenacdo, a definindo como um fator
degenerativo da sociedade, ja que a mistura entre duas ragas puras levaria ao desequilibrio
psiquico e ao comportamento criminoso. Como tradutor de Lombroso, 0 médico baiano fez
pesquisas em prisdes e manicomios, utilizando biométricas para medir cranios e nas suas
descricdes sempre destacava a cor dos individuos, a fim de relatar e analisar seus supostos atos
criminosos e correlacionar com a raga. De tal forma, Nina Rodrigues aliava identificacéo e
explicagdo cientifica-biométrica com a criminalizag&o, racializando o crime e criminalizando a
raca, constituindo a ideia da negritude como fator criminogéno. Como expde Ana Flauzina,
essas compreensdoes de Rodrigues e outros autores da criminologia positivista “(..) serdo
incorporados pedagogicamente nas préaticas institucionais dos asilos, das penitenciarias, dos
abrigos de menores, nos manicdmios e da policia”.’® No contexto baiano, a socioldgica Vilma
Reis’* aponta que a influéncia da Escola de Nina Rodrigues e seu modo de pensar a
criminalidade foi central na formac&o dos aparatos policiais, o que é exemplificado no fato que
estes 0s 6rgdos de seguranca publica tiveram como dirigentes desde seu nascedouro, pessoas
do campo da Medicina e do Direito ancoradas no paradigma da criminologia etioldgica de
carater biopsicossocial, construindo “(...)no imaginario médico penal e médico-legal, a imagem
de um sujeito historicamente definido pelo biotipo do homem negro como exemplo do

criminoso’’.

Interessantemente, no Brasil e em outros paises da América Latina, na primeira década
do século XX, a antropometria de Bertillon serd em grande parte abandonada como sistema de
identificacdo criminal em razéo de criticas de juristas liberais e agentes policiais pelas suas
derivagOes para a antropologia, assim como pela percepc¢do de dificuldades de implantacdo

desse sistema, com irregularidades na tomada de medidas e do alto custo financeiro para

% RODRIGUES, RN. As racas humanas e a responsabilidade penal no Brasil [online]. Rio de Janeiro:Centro
Edelstein de Pesquisa Social, 2011, 95p, p. 43
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"L REIS, Vilma M. dos S.. Atucaiados pelo Estado: as politicas de seguranca publica implementadas nos bairros
populares de Salvador e suas representacdes, 1991 —2001. Dissertagdo (Mestrado em Sociologia) — Pds-Graduagao
em Ciéncias Sociais, Universidade Federal da Bahia — UFBa, Salvador: 2005 p. 107
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implantagdo dos servigos. Novos sistemas de identificagdo e registro seriam, portanto, uma
necessidade operacional para o sistema policial-penal.

Jean Vucetich, imigrante croata, estudioso influenciado por Paul Broca, Bertillon e
Francis Galton, percebera esses problemas de implantacdo na Argentina, em suas sucessivas
visitas ao Gabinete Antropométrico de Buenos Aires. Com a instalagdo do servigo
antropométrico da cidade argentina de La Plata em 1891, Vucetich vai comecar a tomar
sistematicamente as impressfes digitais dos detidos, de forma a adequar o sistema
antropométrico a realidade local. Até 1896, o croata continuou a utilizar o complexo de
bertillonage, integrando este com a datilografia, assim como a fotografia judiciaria. No entanto,
posterior a esse ano, abandou grande parte das caracteristicas da bertillonage, a ndo ser a

medida da estatura, a fotografia judiciaria e algumas descri¢cfes morfologicas.

O sistema se prolifera pela Argentina, Uruguai e Chile. No Brasil Galeano e Ferrari’
explicam que a defesa da datiloscopia se associou a critica liberal e policial da intromissao de
médicos no campo da identificacdo criminal. No comeco do século XX, no Rio de Janeiro, a
reforma geral da policia levou a formacdo do Gabinete de Identificagdo e Estatistica, sob a
lideranca de Félix Pacheco, uma importante voz critica a antropometria durante a Gltima década
do século XIX. No Congresso Cientifico Latino-americano no Rio de Janeiro em 1905, o
modelo de Vucetich foi consagrado e teve uma forte difusdo em todo o Brasil, sendo

considerada marca de uma policia cientifica e avancada.

Aqui precisamos fazer algumas consideracfes para evitar ver chegada da datiloscopia
como uma ruptura e sim como uma atualizacdo de uma funcionalidade de um sistema
fundamentalmente racista. Por um lado, a substituicdo da antropometria pela datiloscopia néo
impediu que estudos da antropologia fisica e a fundamentacdo de uma inferiorizacdo bioldgica
continuasse. Novamente Galeano” explica que essas ambicdes cientificas, tanto em S&o Paulo
guanto no Rio Janeiro, permaneceram realizando estudos em antropologia criminal, com nomes
como o médico legista Afranio Peixoto e seu discipulo Leonildo Ribeiro, assim como Mario
Guimaraes no gabinete paulista, ja na década de 1930, durante o Estado Novo. Por outro lado,
assinala-se que o sistema datiloscopico, baseado na impressao digital, permanece sendo uma

ferramenta biométrica associada a um aparelho de vigilancia racializador.

2 FERREIRA, GALEANO. 2016, pp. 186-188
8 GALEANO, 2012. p. 739
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O sistema penal funciona em uma reafirmagdo continua dos processos de racializagdo
por vigilancia em uma reproducéo atualizada da arquitetura escravocrata de subjugacao racial.
Ao ser inclusa nesse sistema, a impressdo digital torna-se uma ferramenta biométrica do
complexo tecnoldgico que tem como funcdo essencial sustentar a violéncia estatal em face da
populagéo negra. Dessa forma, mesmo que esses dados sdo tragam a literalidade racista de
técnicas como craniometria, frenologia e antropometria, elas estdo circulando para dar
operatividade a um sistema de violéncias a populacédo negra, simultaneamente a da validade ao

discurso dessa estrutura.

No Brasil pds-abolicdo, o uso policial-médico das biométricas como a bertillonage ou
datiloscopia forneceram condicdes tecnoldgicas para a reformulacéo da vigilancia racializadora
a partir do fator criminogéno, impondo no paradigma etiol6gico da criminologia positivista, o
“criminoso” como rétulo associado a negritude, no lugar do “escravo”. Dayane Britto’* assinala
ter sido construido um “mito do negro marginal” que refletiu nos aparelhos repressivos do
Estado e na construcdo da suspeita policial sob pessoas negras como criminosas, sobretudo
guando economicamente vulneraveis. Dessa forma, mesmo apos a desarticulacdo das teorias
antropoldgicas criminais, 0 mito estabelecido permanece como um fundamento da atuacéo e

dos modos de vigilancia.

A construcdo desse mito da marginalidade somado a memoria histérica da escravidao,
leva pessoas negras conviveram em seu contato com o Estado com um modelo de vigilancia
baseado no terror, ou seja, a partir de um repertério que o impde uma incapacidade de escapar
da dor: com abordagens violentas, tortura e execu¢fes. Como explicam Evandro Piza, Jonathan
Razen e Pedro Argolo”, o saber bioldgico transmuta a escravatura em uma marca permanente
a negritude, impondo a onipresenca do risco, ditando a vida do negro “livre” como a de um
corpo suspeito que serd no além-vida da escraviddo, um cativo em fuga. No pés-abolicéo,
havera um processo, nos termos dos autores, de feitorizacdo da cidade com o papel da policia
de racializar a cidadania com base na ldgica de suspeita presente do negro com base no saber

médico-legal.”®

A atualizacdo do funcionamento da vigilancia racializadora com essas novas técnicas

biométricas a partir do signo do “criminoso” possibilita que, para pessoas negras, apesar do

4 REIS, Dyane Brito. O Racismo na Determinacéo da Suspeicdo Policial: A construcdo social do suspeito.
Dissertagdo de Mestrado, Salvador, FFCH-UFBA, 2001a.

SPIZA, RAZEN, ARGOLO. Quem quer ser Madame Satd? Raca e Homossexualidade no Discurso Médico Legal
da Primeira Metade do Século XX. Rev. Direito e Prax., Rio de Janeiro, Vol. 08, N. 1, 2017, p. 229-261.

6 |dem. Ibidem. p. 245.
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desenvolvimento do capitalismo dependente, o regime de controle continue sendo baseado na
interdigdo fisica. Nesse sentido, 0 modo de vigiar e reprimir do sistema penal brasileiro teve no
atualizado complexo tecnologico de racializacdo, uma reafirmacéo da fronteira entre zona do
ser/ndo ser tal como pensada por Frantz Fanon, a partir da critica as estruturas do colonialismo
e da escraviddo. A zona do ser € um espa¢o da humanizacéo e do reconhecimento da cidadania,
no qual os conflitos sdo resolvidos por regulacéo e pelo direito, um espaco pensado e habitado
pela branquitude. Esse é o0 espaco em que a disciplina do controle penal se impde, ndo negando
aqui seu carater exploratério e danoso. Por outro lado, a zona do nédo-ser afirma-se por uma
negacdo da humanidade, por uma ndo-cidadania, no qual as relagdes sdo reguladas pelo terror,
pela violéncia e pela dor. ”

Nesse sentido, as técnicas biométricas associadas a vigilancia racializadora véo
reformular a logica da epidermizagdo ao definir a criminalidade como elemento natural para
essa populacdo. Dessa forma, as elites brancas abrem a possibilidade de manter aparelhos e
praticas violentas de vigilancia fundados na escravatura, reafirmando o lugar do cativeiro
através das prises — esse espaco em si catalogando biometricamente seus internos, a partir de
formulérios de entrada que descrevem seus corpos e contém fotos -, das abordagens policiais
violentas, das torturas e dos assassinatos. Desta feita, operando entre o terror e a disciplina, o
sistema penal brasileiro tem seu papel definido de modo a garantir a divisdo entre a zona do ser
e do ndo ser, algo somente possivel com o papel de diferenciacdo racial protagonizado pelas

tecnologias biométricas.

1.2.1. Breves apontamento sobre eugenia e as biométricas

A vigilancia racializadora a partir de técnicas biométricas também tem um papel no
movimento eugenista brasileiro. A eugenia em si, como abordamos, nao teria possibilidade de
existir sem técnicas e conhecimentos biométricos como a frenologia, craniometria, exames
médicos e gerenciamento populacional com classificacao biologizante. Como um saber baseado
no “melhoramento racial”, a eugenia ¢ fundada na separacao entre aqueles que sao bons e tuteis
para a sociedade e aqueles que ndo sdo. Em um pais em construgdo fundada em manter as

relacfes hierarquicas no pos-aboli¢do, no qual o racismo estrutura todas as relag@es sociais,

7 PIRES, Thula. Direitos humanos traduzidos em pretugués. In: 13th Mundo de Mulheres & Fazendo Género
11, 2017, Florian6polis. Seminario Internacional Fazendo Género 11 & 13th Women’s Worlds Congress (Anais
Eletronicos). Florianépolis: UFSC, 2017. p. 1-12.
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econdmicas e politicas, um saber centrado na ideia de melhorar uma populacdo por critérios

raciais tem terreno fértil.

A eugenia tem antecedentes no Brasil no projeto politico de branqueamento da
populacdo defendida no século X1X com a percepcédo das elites brancas de que era necessario
0 melhoramento racial tendo em vista o iminente fim da escraviddo. Mas um saber
declaradamente eugenista surge no inicio do século XX, com a disseminacao das ideias do
percursor Galton que ja influenciavam o campo médico brasileiro, em especial na ideia de
degeneracdo moral e racial que se apontava como caracteristica do povo brasileiro’®. Em 1913,
o professor da Faculdade de Medicina da Bahia, o Doutor Alfredo Ferreira Magalh&es, ird
presidir a primeira conferéncia de eugenia do pais sob o titulo “Pré Eugenismo” °. Mais tarde
varias associacdes serdo formadas, tais como: a Sociedade de Eugenia de Sao Paulo, a Liga pro-
saneamento, a Liga de Higiene Mental do Rio de Janeiro e a Liga Brasileira de Hygiene Mental,
essa Ultima com nomes como Afrénio Peixoto e Julio Porto Carreiro. Esses registros mostram
Ccomo 0 eugenismo era um projeto nacional de controle social no pais, em forte expansao

durante as primeiras décadas do século XIX.

Renato Kehl foi o maior interlocutor da eugenia no Brasil com um forte didlogo com
autores de Portugal, Estados Unidos e Franca, assim como colegas de outros paises da América
Latina, tornando-se o maior representante dos fluxos atlanticos e latinos dos ideais eugenistas.
8 para Kehl, a eugenia ndo era apenas um saber médico-politico e sim uma religido que levaria
ao progresso da humanidade retirando os indesejaveis. Kehl defendia exames pré-nupciais nos

3

matriménios para evitar relagdes entre ‘“pessoas normais” com ““’pessoas com defeitos
hereditarios”, ou seja, prescrevia a aplicacdo de uma ferramenta biométrica de vigilancia para
o0 controle da atividade reprodutiva da populacédo, denunciando seu perfil altamente racista,

sexista e capacitista — na forma que buscava controlar direitos reprodutivos femininos.

Como lembra Priscila Bermudes Peixoto®!, o exame pré-nupcial virou até mesmo
projeto de lei, apresentado no Congresso em 1917 pelo médico e deputado Amaury de Medeiros
buscando alterar o Codigo Civil vigente. No projeto, era previsto a adeséo facultativa ao exame,

8 GOES, Weber Lopes. 2015. p. 117

 NOGUEIRA, Lucas. Para o bem da raca - analise e impressdes sobre a eugenia negativa nas producdes da
Faculdade de Medicina da Bahia, 1915-1933. In: 30 Simpoésio Nacional de Histéria, ANPUH-Brasil, Recife,
2019, p. 2

8 GOES, Weber Lopes. op. cit. p.150

8L PEIXOTO, Priscila Bermudes. O exame médico pré-nupcial em debate: uma proposta de intervencio eugénica
no Brasil, 1910-1940. Historia, Ciéncias, Salde — Manguinhos, Rio de Janeiro, v.23, supl., dez. 2016, p.253-
259.
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a ser legalmente requerido por um dos nubentes ou seus pais. A historiadora também aponta
que houve discussdes sobre o exame na Assembleia Constituinte nos anos de 1933 e 1934,
indicando a existéncia de fortes discordancias sobre o tema no proprio meio eugenista, em
especial em relacdo a quem teria a palavra final quanto a realizacdo de matrimonios. Para
alguns, como Porto-Carreiro e Antdnio Almeida Jr. o0 medico deveria ter a palavra final,
enquanto para outros, o exame deveria ser obrigatorio e imposto através do Estado. Outra
discussdo eram problemas técnicos em relagdo a implantacdo do exame em um pais de
extensdes continentais e com profundas cisdes de infraestrutura. Ao final, 0 exame nunca foi
convertido em lei em sua forma obrigatdria tal como defendido pelos eugenistas. Mas o que
fica claro com essa intencdo de implantacéo, é a concepcao de um projeto politico de controle
eugeénico das populagdes com base nas biométricas, sobretudo com uma forte preocupagdo com
a hereditariedade, o que reafirma o carater racializador e capacitista de uma vigilancia médica.
H& uma continua imposicdo de um lugar de defeito, de hereditariedade pecaminosa, de uma
condicdo humana ndo completa para pessoas negras e indigenas, assim como para pessoas com

deficiéncia em geral.

Essa preocupacdo se estendia a outros autores, tais como médicos doutores da Faculdade
de Medicina da Bahia, como Fernando Tude de Souza que chegou a indicar a necessidade de
aborto eugénicos para 0s pobres que nédo tivessem condicdes para arcar com a criacdo de seus
filhos.82Para Renato Kehl, a esterilizacdo deveria ser compulsoria para os individuos sob a
tutela do Estado, os “degenerados” e criminosos e por outro lado deveriam ser instituidos
protocolos hospitalares para aceitacdo de pacientes para esterilizagdo eugénica. Para as
mulheres pobres era indicado a cauterizacdo galvanica dos orificios tubarios ou a vaporizacao,
enguanto para 0s homens, a vasectomia. O objetivo da esterilizacdo era impedir a heranca de
defeitos fisicos que levariam a degeneracdo da nacgdo, sendo também indicado pelo estudioso,
a adesdo exame pré-nupcial. A esterilizacdo assim era uma faceta do terror racial, mas agora no

campo do saber médico, que se baseava em ferramentas biométricas.

Em Kehl, encontra-se, assim como em Nina Rodrigues, a questdo de género associada
a dimensao racial. O eugenista defendia que existiria um tipo ideal de mulher que deveria seguir
a educacéo eugenista, com um tipo ideal de cabelo — compridos e lisos - rostos de padréo grego,
e com uma preocupacao com os cuidados higiénicos. Ou seja, a mulher branca, 0 mais préximo

possivel dos padroes nordicos, era o ideal feminino para o autor. Por outro lado, “(...)corpo

82 NOGUEIRA, 2019. p. 14
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assimétrico, altura de um metro e setenta, peso em excesso, pele ressecada, dentes imperfeitos
(...)” sdo alguns dos critérios de Kehl para definir uma mulher imperfeita. Além disso, a
esterilizacdo, o controle e violacao dos direitos reprodutivos também sdo expressdo do género
atravessando a eugenia, sobretudo para a mulheres negras e pobres. A estipulacdo de um
controle de natalidade racialmente estruturado é uma manifestacdo inequivoca da vigilancia

racializadora que novamente esta associado as tecnologias de género.

Destaca-se na deécada de 1930, uma forte campanha também de repressdo aos
homossexuais de base médico-pedagdgica que construiu um olhar em face de tais corpos como
“diferentes”, buscando identificar sinais da homossexualidade ¢ assim monitorar aqueles que
deviam ser evitados. O pesquisador Rodrigo Lima® aponta estudos e usos de substancias como
a testosterona, adrenalina e pituitrina para um suposto tratamento da homossexualidade,
somados com outras estratégias de repressao como a psiquiatria e a psicologia, com esses meios
biomédicos de controle atingindo o auge na década de 1930, mas continuaram a ser utilizados
até os Anos 1950. Isso mostra que as dindmicas eugénicas também estavam conectadas com as
fronteiras da sexualidade e na categorizacdo de dissidéncias ao regime heteronormativo como

elementos patoldgicos a serem reprimidos.

Destaca-se o fato que a Constituicdo de 1934, compreendida entre constitucionalistas
como aquela “deu inicio a era das Constitui¢es sociais, consagrando um Estado preocupado
com o bem estar social”® previa no seu artigo 138 o estimulo a educagio eugénica como
incumbéncia comum da Uni&o, Estados e Municipios.®> Como explica Simone Rocha®®, esse
artigo foi resultado projeto elaborado pela Comissdo Brasileira de Eugenia, buscando
condicionar a educacdo a pratica de melhoramento racial e encontrando possibilidades para que
0 Estado tivesse um papel juridico ao auxiliar a formagdo do povo brasileiro de acordo com

essa ideologia.

Outro importante ponto no que tange aos ideais eugenistas, como se pode ver pelas

politicas de Kehl, é o controle imigratorio. Como ja apontamos, durante o proprio periodo do

8 LIMA, Rodrigo Ramos. Terra de ninguém ou a terra de todo mundo?: a opoterapia como recomendacéo
para o tratamento de homossexuais detidos no Laboratdrio de Antropologia Criminal do Rio de Janeiro (1931-
1951). 2016. 213 f. Dissertacdo (Mestrado em Historia das Ciéncias e da Satde) - Casa de Oswaldo Cruz, Fundagéao
Oswaldo Cruz, Rio de Janeiro, 2016.

8 CUNHA JUNIOR, Dirley. Curso de Direito Constitucional. Ed. JusPODIVM, Salvador, 13ed., 2018. p. 461

8 Constituicdo Federal de 16 de Julho de 1934, Art. 138 - Incumbe a Unido, aos Estados e aos Municipios, nos
termos das leis respectivas: (..) b) estimular a educacéo eugénica; (..)

8 ROCHA, Simone. Educacgdo eugenista na constituicdo brasileira de 1934. X ANPED SUL, Floriandpolis,
outubro de 2014. Disponivel em:< http://xanpedsul.faed.udesc.br/arg_pdf/1305-1.pdf> Acesso em: 04 Novembro
2022
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escravismo tardio, o uso da imigragdo europeia para “civilizar” e embranquecer o Brasil ¢ um
antecedente histérico da gestdo eugénica da entrada de sujeitos no territério nacional que
acontece em paralelo com a readaptacéo biométrica do aparato policial. Nas primeiras décadas
do seculo XX, as discussdes sobre a realizacao de controle imigratério séo novamente pautadas
com vigor, agora com base na eugenia em toda a América Latina. No Brasil, Liga Brasileira de
Higiene Mental defendeu a racionalizacdo da imigracdo no pais, buscando selecionar quais
seriam os imigrantes que poderiam entrar no pais e contribuir com seu melhoramento.®’ Para o
médico carioca Azevedo Amaral, a politica pouco rigida de imigracdo permitia a entrada de
“individuos ou grupos disgénicos” que obstariam a edificagdo de uma raga eugénica. Do mesmo
modo, Renato Kehl defendia a imigragdo como reafirmacdo da politica de “branqueamento”,
rejeitando imigrantes africanos ou asiaticos por ndo serem civilizados. Renato Kehl serd mais
tarde convidado por Oliveira Vianna para uma comissdao do Ministério do Trabalho no Estado

Novo relativo ao problema da imigracéo.

Maria Luiza Carneiro® explica que o governo Vargas tinha um projeto étnico-politico
baseado na ideia de homogeneizacdo racial com base no trabalho de tedricos eugenistas que
fundamentou emendas a Constituicdo de 1934 para criar quotas imigratorias para cada pais em
um processo de selecdo sO possivel por uma vigilancia racializadora e com técnicas de
identificacdo/registro ou compreensdes biométricas da nacionalidade e raca. Em 1937, é
emitida uma circular secreta para politica imigratoria contra a entrada de semitas no Brasil, 0
que configuraria o antissemitismo como um elemento chave da politica varguista. Carneiro
explica que a politica estado-novista se caracteriza por uma legislacéo intolerante, nacionalista
e xenofobica que buscava legitimar acéo repressiva aos grupos que desrespeitavam a ideologia
de uma nacdo uniforme, de uma comunhdo nacional branca. Entre 1920 e 1930, houve uma
reformulacdo das categorias raciais para identificacdo dos grupos desejaveis na composicdo
nacional: “europeu tornou-se sinbnimo de branco; semita servia para identificar o judeu;
catélico ndo-ariano passou a ser usado para qualificar o catélico com antecedentes judaicos;
ariano para identificar a raca desejada; e japonés para simbolizar o “perigo amarelo”, racial e
militar.”® A vigilancia racializadora a partir de técnicas biométricas de identificagdo, controle

e monitoramento ganha uma forma complexa, identificando negros e indigenas como fontes do

87 GOES, Weber Lopes. 2015. p.135

8 CARNEIRO, Maria Luiza Tucci. Racismo e Imigracdo: o modelo ideal do homem trabalhador no campo e na
cidade (1930-1945). In: PASATTI, Matteo. Tra due crisi Urbanizzazione, mutamenti sociali e cultura di massa
tra gli anni Trenta e gli anni Settanta. Bolonha: p. 111-140.ArchetipoLibri, 2013.

8 |dem. Ibidem, p. 125
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“atraso civilizacional” do Brasil, enquanto também seleciona qual imigrante desejavel para o
projeto eugenista de melhoramento do pais, consagrando a supremacia branca na formacgéo da
nacao brasileira, a0 mesmo tempo que o discurso da democracia racial tomava forma ganhava

forca e sua forma de encobrimento das violéncias estruturais raciais originadas na escravatura.®

Simone Browne®! explica como quando tecnologias de vigilancia sdo associadas com o
trabalho de nacionalizagdo e racializagdo, elas codificam o que ¢ definido como “nacional” a
partir da raca, construindo uma geografia racial no qual a fronteira se torna um espaco de
purgacao racial. Regras e direitos serdo aplicados para alguns e ndo para outros, € um processo
produtivo de cidadania e ndo-cidadania, em uma reafirmacdo da zona do ser e do néo ser. A
eugenia como informadora da vigilancia racializadora no controle imigratorio busca criar o
sonho da civilizacdo branca europeia no Brasil e a fronteira — como um limite fisico ou politico
— torna-se um instrumento de afirmacao da subjugacao racial e afirmacéo da ndo-humanidade.
A eugenia se constituiu como um conjunto de saberes e préaticas que redefiniam e fortaleciam a
fronteira entre a zona do ser e a zona do ndo-ser, afirmando o que era consagrado como 0

humano e o que era negado essa condicdo, e nessa operacao

1.2.2. Atualizando um sistema e fornecendo uma resposta.

Todos esses processos serdo uma das respostas da elite brasileira para como lidar com
o fim da escravatura. A partir dos fluxos com a Europa, assim como com outros paises da
América Latina, reafirma-se a inferioridade racial pela ciéncia e se cria uma ideologia no qual
0 negro ¢ simbolicamente unificado com tudo que tem de ser “capturado”, “limpo”,
“desinfetado”, seja o criminoso ou o patégeno — e muitas vezes 0s dois juntos. Reproduz o
terror dos aparelhos da escravatura agora no sistema penal a partir da figura do marginal, de
novo um corpo que se pode fazer o que quiser, inclusive a mais violenta interdicéo fisica,
ficando evidente também como género atravessa reproducdo de varias formas. As préticas de
vigilancia racializadora biométricas na escravatura criaram uma memoria da institucionalidade
brasileira do negro como aquele a ser capturado, marcando em seu corpo a hipervisibilidade
para os aparelhos de terror. Os saberes antropologicos, eugenistas e medicos com uso de
tecnologias biométricas reproduzem essa memdria e a transformam através das policias, das

prisdes, dos gabinetes antropométricos, dos Institutos de Medicina Legal e das Faculdades de

% FLAUZINA, 2006. p. 74
%1 BROWNE, Simone. Digital epidermalization: Race, identity, and biometrics. Critical Society, vol. 36, i. 1, p.
131-150, 2010.
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Medicina, institui¢des de um complexo arranjo de vigilancia, para manter a supremacia branca

e a subjugacdo racial negra.

Né&o sdo novidades disruptivas e instrumentos que permitem permanéncias. Como toda
tecnologia, a raca é atualizada pelas elites brancas para continuar funcionando conforme
programado, reformulada para novas situacdes e interesses. Pensar o racismo como tecnologia

nos permite ver esse constante fluxo de atualizaces.

Como vimos, o grande periodo entre o fim da escravatura e o Estado Novo é marcado
pelo saber médico-antropoldgico-policial para fundamentar subjugacéo racial. Os aparelhos de
repressao e vigilancia no Brasil ndo param de ser atualizados e utilizados e um periodo de forte
expressao disso sera a ditadura civil-militar de 1964. No préximo tdpico, abordaremos como a
ditadura potencializou o regime policial-penal de terror racial descrito aqui, a0 mesmo tempo
buscou ocultar as violagBes sistematica contra populagdo negra com base no mito da
democracia racial e como o posterior processo de redemocratizacdo ndo enfrentou as bases
estruturais desse sistema. Ou seja, continuando a refletir o continuo uso do complexo

tecnoldgico de vigilancia racializadora no Brasil.

1.3.  Aditadura civil-militar, vigilancia racializadora e o terror racial

“Ressurge a Democracia!”? anuncia o Jornal O Globo em 01 de Abril de 1964, edicdo
que noticiaria e apoiaria 0 Golpe Civil-Militar de 1964 e o inicio do regime ditatorial de maior
duracdo na histéria do Brasil, durando mais de vinte anos até 15 de margo de 1985 com a posse
de José Sarney. Inscrito em um continuo de golpes e regimes ditatoriais na América Latina —
Argentina (1976)%, Uruguai (1973)%, Chile (1973)%, entre outros paises-, a ditadura militar

92 Manchete do Jornal O Globo comemorando o golpe militar. MEMORIA O GLOBO. Apoio ao golpe de 1964
foi um erro. Disponivel em:< http://memoria.oglobo.globo.com/erros-e-acusacoes-falsas/apoio-ao-golpe-de-64-
foi-um-erro-12695226> Acesso em: 26 de Julho de 2021.

% O golpe militar na Argentino ocorreu em 24 de Marco de 1976 quando uma junta militar derrubou o governo de
Maria Estela Martinez, a Isabelita Peron. A ditadura militar argentina durou 7 anos e levou a mais de 30 mil vitimas
com 340 laboratérios de terror. ALTMAN, Marx. Hoje na Histéria: 1976 — Golpe Militar instaura ditadura na
argentina. Jornal Opera Mundi, 24 Mar 2021. Disponivel em:< https://operamundi.uol.com.br/hoje-na-
historia/3368/hoje-na-historia-1976-golpe-militar-instaura-ditadura-na-argentina> Acesso em: 26 Julho 2021

% A ditadura uruguaia durou entre 1973 e 1985 com o desparecimento de 196 pessoas e a morte de 202 (entre
1968 e 1985) POLITIZE. Ditadura no Uruguai: do inicio ao fim. Portal Politize, 8 Maio 2020. Disponivel em:<
https://www.politize.com.br/ditadura-no-uruguai/> Acesso em: 26 de Julho de 2021.

% O golpe militar no Chile ocorreu em 11 de Setembro de 1973 quando o palacio presidencial de La Moneda foi
bombardeado, matando presidente socialista Salvador Allende. MEMORIA E RESISTENCIA USP. Histérico da
ditadura civil-militar do Chile. USP, Portal Memdria e Resisténcia. Disponivel em: <
http://www.usp.br/memoriaeresistencia/?page id=287> Acesso em: 26 de Julho de 2021.
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brasileira é fruto de um contexto internacional de reacao das elites capitalistas, em especial dos
Estados Unidos da América, em face de diferentes formas de lutas emancipatdrias — socialistas,
anarquistas, comunistas, pan-africanistas, indigenas ou mesmo de reformismo social. No Brasil,
0 golpe militar ird consistir em uma alianca das elites econdmicas com 0s setores mais
conservadores das forgas armadas em busca de interromper o projeto de grandes reformas
sociais do entdo presidente democraticamente eleito Jodo Goulart.

A ascensdo do regime militar levou a instalacdo de um complexo aparato de repressao
para combater os individuos e grupos considerados subversivos, buscando atingir
preventivamente atividades descritas como perturbadoras para a ordem nacional. A partir da
Doutrina de Seguranca Nacional, o Estado Brasileiro, governado pelo pelos setores militares,
ird trabalhar com uma nocdo que deve combater 0s inimigos internos e externos e que estes
deveriam ser expulsos ou executados como riscos a seguranca da nacéo. Durante a ditadura, foi
desenvolvida uma intricada rede de coleta de informacdes, quebrando a autonomia anterior
entre as forcas militares e policiais e que sera centralizada no chamado Servico Nacional de
Informacgdes — SNI - criado em 1964. Em 1970, foi criado o Destacamento de Operacdes de
Informagdes — Centro de Operagdes de Defesa Interna — DOI-CODI para colocar em conjunto
representantes das forcas policiais. Com grande investimento financeiro, estratégias planejadas
com base na disciplina militar e o pilar da Seguranca Nacional e da guerra revolucionaria, essa
estrutura buscou operar a vigilancia em face de grupos e individuos suspeitos de serem ameacas

a ordem nacional e a patria. %

Do ponto de vista social e econémico, a ditadura militar brasileira ird consistir em um
periodo de intensa concentracdo de renda e aumento da desigualdade econdmica, a0 mesmo
tempo que uma desarticulagdo do modelo de educacédo publica. O periodo conhecido pelo seu
“milagre econdmico” levou a ampliacdo da miséria e da fome entre brasileiros, ao mesmo
tempo que representou um crescimento sistematico da corrupcdo, em especial das grandes

empreiteiras envolvidas nos megalomaniacos projetos do regime.®’

Olhar a ditadura por lentes raciais aponta para o fato que as clivagens de classe impostas

pelo regime sdo estruturadas pela raca. Lélia Gonzalez *® aponta para o fato que no periodo da

% KOSSLING, Karin S. As lutas anti-racistas de afro-descendentes sob vigilancia do DEOPS/SP (1964-1983).
Dissertagdo [Mestrado]. S&o Paulo: FFLCH/USP, 2007

% CAMPOS, PHD. DITADURA, INTERESSES EMPRESARIAIS, FUNDO PUBLICO E “CORRUPCAO”: (0]
CASO DA ATUAQAO DAS EMPREITEIRAS NA OBRA DA HIDRELETRICA DE TUCURUI Projeto
Historia, Sdo Paulo, v. 66, pp. 81-114, Set.-Dez., 2019

% GONZALEZ, Lélia. O Movimento Negro Unificado. Por um feminismo afro-latino americano. Editora Zarah,
Rio de Janeiro 2020b. Versdo ndo paginada.
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ditadura, a populagdo mais afetada pelo aumento da concentracao de renda e pela precarizagédo
do trabalho foi a populacdo negra, essa que forma a maior parte da classe trabalhadora e dos
mais pobres do pais. Por outro lado, a ditadura também representa um momento de supressdo
de direitos politicos e garantias fundamentais, assim como o estabelecimento e um paradigma
de seguranca fundado na paranoia com um inimigo interno a ser eliminado, o que nos leva a
questionar o que isso significa para uma populacdo que, como apontamos no tépico anterior,
esta inscrito na zona do ndo ser nas dimensdes do reconhecimento em face do Estado e é alvo

historico de praticas de terror em face do sistema penal.

O regime adotou o mito da democracia racial como um mecanismo ideoldgico de
controle. Como explica Abdias Nascimento®, o mito pode ser descrito como uma ideologia que
busca ocultar as violéncias raciais do passado escravagista e do presente consequente, tendo
como uma das suas principais bases tedricas a obra de Gilberto Freyre e sua teoria luso-
tropicalista. Nesta perspectiva, o Brasil seria um pais de harmonia racial em que “(...)pretos e
brancos convivem harmoniosamente, desfrutando iguais oportunidades de existéncia, sem
nenhuma interferéncia, nesse jogo de paridade social, das respectivas origens raciais ou
étnicas.”*% Nesse sentido, o mito da democracia racial pode ser visto, quando pensamos a raga

como uma tecnologia, como uma atualiza¢do do racismo como instrumento de dominacao.

Nesse sentido, o regime militar buscou coadunar a ideia de nacdo com a narrativa de um
paraiso racial no qual o racismo era verificado em casos individuais. Como observa Thula
Pires®?, a democracia racial permeou a edicdo da Lei da Seguranca Nacional que apontava a
afirmacdo de diferenca racial como ato contrario a propria patria, o que permitia inclusive que
afirmacdes politicas e culturais de negritude fossem vistas como préticas de racismo. Ou seja,
a ditadura teve no mito da democracia racial uma de suas mais importantes bases ideolégicas,
que servia como instrumento de controle da populagdo negra, ao tempo em que blindava o

regime de seu carater discriminatorio e letal.

1.3.1. Corpo negro como calibrador do terrorismo de Estado no regime militar

Exceto para aqueles que sdo saudosistas dos Anos de Chumbo, rememorar o periodo da

ditadura militar é retomar relatos de tortura, desparecimentos e execugdes sumarias, marcas do

% NASCIMENTO, Abdias. O genocidio do negro brasileiro: o processo de um racismo mascarado. Editora Paz
e Terra, Rio de Janeiro, 1978.
100 Idem. Ibidem. p. 41.
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periodo. A morte de Vladimir Herzog'®, a tortura da presidenta Dilma Rousseff nos pordes do
DEOPS!®, a perseguicdo e assassinato do militante comunista negro Carlos Marighella®®, o
caso da estilista Zuzu Angel em busca da verdade do desaparecimento do seu filho Stuart®.
S&0 casos notorios que expde como a ditadura civil-militar se caracterizou por um padréo de
utilizacdo de taticas de terrorismo estatal em face da sua propria populagdo, fundando um
aparato de repressdo de alta brutalidade para atingir grupos divergentes com a ordem

estabelecida.

A brutalidade corporal na represséo se tornou lugar-comum na atuagédo do Estado, o que
sera evidenciado em modificacdes no aparato policial que atravessara no regime e seu processo
de militarizacdo, como expressa o Decreto Lei n. 1072/1969% que transforma as Guardas Civis
estaduais em Policias Militares. Entre os anos 60 e 70 sdo formadas, por exemplo, corporacdes
tais como a Ronda Ostensiva Tobias de Aguiar (ROTA) em 1970 ou mesmo a consolidacdo do
Batalhdo de Operagdes da Policia Militar de S3o Paulo, ambos no estado paulista,
consolidando-se como grupos especiais das corporacdes conhecidas por sua hierarquia e

organizagao militar, assim como sua atuac&o de alta letalidade®”.

Entretanto, é importante relembrar que a brutalizacdo e destrui¢do do corpo negro é uma
pratica fundante do processo de subjugacao racial, convertendo-se na espinha dorsal do Estado
Brasileiro. Nesse sentido, Ana Flauzina e Felipe Freitas'® indicam que as préticas de terror da
ditadura militar sdo o fruto de uma continua experiéncia histérica que tem como alvo corpos

negros, mas que no periodo, pela primeira vez atingiu de forma tdo extensiva corpos brancos e
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108 SARDINHA, Edson. Choque, pau de arara e palmatoria. O relato de Dilma sobre a tortura ironizada por
Bolsonaro. Congresso em Foco, 29 Dez 2020. Disponivel em:< https://congressoemfoco.uol.com.br/direitos-
humanos/choque-pau-de-arara-e-palmatoria-o-relato-de-dilma-sobre-a-tortura-ironizada-por-bolsonaro/> Acesso
em: 26 Jul 2021

104 MAGALHAES, M. Marighella: o guerrilheiro que incendiou o mundo. Sdo Paulo: Companhia das Letras,
2012

105 0 GLOBO. Quem foi Stuart Angel, homenageado por torcedores do Flamengo no domingo. O GLOBO,
01 Abril 2019. Disponivel em:< https://oglobo.globo.com/esportes/quem-foi-stuart-angel-homenageado-por-
torcedores-do-flamengo-no-domingo-23565804> Acesso em: 26 Julho 2021

16 BRASIL, Decreto Lei n. 1072, de 30 de Dezembro de 1969. Disponivel em:<
http://www.planalto.gov.br/CCIVil_03/Decreto-Lei/Del1072.htm> Acesso em: 26 Julho 2021.

107 OLIVEIRA, Luciano. De Rubens Paiva a Amarildo. E “Nego Sete”? O regime militar as violagdes de direitos
humanos no Brasil. Revista Direito e Praxis, vol. 9, n. 1, , p. 202-225. 2018

108 FLAUZINA, Ana Luiza Pinheiro; FREITAS, Felipe da Silva. Do paradoxo privilégio de ser vitima: terror de
Estado e a negacéo do sofrimento negro no Brasil. Revista Brasileira de Ciéncias Criminais, vol. 135, ano 25,
P. 49-71, S&o Paulo, ed. RT, set 2017



https://www.brasildefato.com.br/2020/10/26/vladimir-herzog-25-anos-da-morte-do-jornalista-simbolo-da-luta-pela-democracia
https://www.brasildefato.com.br/2020/10/26/vladimir-herzog-25-anos-da-morte-do-jornalista-simbolo-da-luta-pela-democracia
https://congressoemfoco.uol.com.br/direitos-humanos/choque-pau-de-arara-e-palmatoria-o-relato-de-dilma-sobre-a-tortura-ironizada-por-bolsonaro/
https://congressoemfoco.uol.com.br/direitos-humanos/choque-pau-de-arara-e-palmatoria-o-relato-de-dilma-sobre-a-tortura-ironizada-por-bolsonaro/
https://oglobo.globo.com/esportes/quem-foi-stuart-angel-homenageado-por-torcedores-do-flamengo-no-domingo-23565804
https://oglobo.globo.com/esportes/quem-foi-stuart-angel-homenageado-por-torcedores-do-flamengo-no-domingo-23565804
http://www.planalto.gov.br/CCIVil_03/Decreto-Lei/Del1072.htm

50

as classes mais altas que se indignavam com o regime. Os autores apontam que: “(...) é no
historico de brutalizacdo empreendido contra 0s corpos negros que se encontra o repertério para
a estruturagio da maquinaria violadora da ditadura (...)”'%. Ou seja, 0 repertorio violento
praticado na ditadura foi aprendido com base nas praticas de repressdo pela arquitetura punitiva
da escravatura e do pds-aboligdo que tinha como seu destinatario o corpo negro. Essa interdicdo
corporal faz parte da arquitetura de vigilancia que atravessou 0s navios negreiros, os engenhos,
as ruas da cidade, as prisdes, 0s sanatdrios e os laboratorios antropométricos. Ndo héa ineditismo
aqui, mas sim um processo no qual essa pedagogia da crueldade passa a atingir outros grupos

perseguidos pela repressdo politica no regime militar.

Luciano Oliveiral? ilustra essa questdo a partir da analise que faz do uso do “pau de
arara” no periodo. O autor destaca que essa ferramenta de tortura tinha como método em
suspender pessoas no ar, amarrando-as a um pau para receber choques elétricos ou pauladas. O
“pau de arara” tornou um simbolo da tortura e repressao dos “Anos de Chumbo”, no entanto,
suas origens remontam da escravatura, como um instrumento utilizados pelos senhores para o
castigo de pessoas negras sequestradas pelo regime escravocrata. Ou seja, 0 pau-de-arara esta
estruturado como um mecanismo racializado de represséo e se torna parte do repertdrio das
agéncias de controle no pais, continuando a ser utilizado até chegar na ditadura. Esse cenério
expde a continuidade das préaticas de tortura e como 0 corpo negro se tornou uma régua

medidora do grau de interdicdo corporal empreendido pelo Estado Brasileiro.

Especifico do periodo é o modo sistematico como a tortura e outras violagdes de direitos
e garantias fundamentais, passam a também atingir pessoas brancas das classes médias e altas
brasileiras. Por mais que o Estado Novo ja tinha sido um periodo no qual setores mais
avantajados da estrutura social brasileira tinham sido reprimidos pelo aparato policial'!!, o
regime militar expressou um outro grau para essas violéncias. Nessa direcdo, Marionilde
Magalh3es!*? indica que a ditadura transformou a tortura no ntcleo de seu sistema repressivo,
uma ferramenta marcada por um método criteriosamente planejado com objetivo de obter
informacdes e monitorar grupos e individuos considerados “inimigos” segundo o regime

militar.

109 |dem. Ibidem. p. 56

10 OLIVEIRA, 2018, p. 212

11 |dem. Ibidem. p. 212-214

112 MAGALHAES, Marionilde Dias Brepohl de. A l6gica da suspeicdo: sobre os aparelhos repressivos a época da
ditadura militar no Brasil. Rev. bras. Hist., Sdo Paulo, v. 17, n. 34, p. 203-220, 1997.
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No entanto, retomando Flauzina e Freitas''®, ha uma diferenga no modo como as praticas
de terror e interdig&o corporal atingiram pessoas brancas opositoras ao regime e pessoas negras
— sejam opositores ou ndo - em comparacgdo ao historico processo de brutalizacdo vivido pela
populacédo negra. O fundamento da violéncia estatal dirigida a pessoas brancas resistentes ao
regime era sua oposicao politica, enquanto a tortura dirigida a populagdo negra baseava-se na
reafirmacdo da posicionalidade desse segmento em um espaco de ndo-reconhecimento da
humanidade, fundado na subjugacdo racial. A tortura funcionava como uma tecnologia de
repressao disciplinar de um lado, enquanto, do outro, era um instrumento de violéncia gratuita
e total que reafirmava os processos de racializagdo, funcionando no modus operandi da

vigilancia racializadora.

Por outro lado, n6s podemos descrever como a formacdo de um aparato policial
extremamente autoritario e violento na ditadura também tem como elemento estruturante o
terror racial onipresente na histéria do Brasil. Como exemplo dessa dindmica, Zaffaronil*
destaca o fato que os 6rgaos de seguranca como 0 DOPS e o DOI-CODI sdo gerados a partir
dos grupos de exterminio dos Anos 50, que realizavam execug¢fes sumarias de pessoas em
situagdo de rua ou acusados de crimes como furto ou roubo. Esses grupos, fortalecidos pelo
ethos da brutalidade e do militarismo da ditadura, serdo os operadores de execucdes e
desaparecimentos de militantes e ativistas contrario ao regime, a exemplo do Esquadrdo da
Morte comandado pelo Delegado Fleury em Sdo Paulo nos 70. Esse grupo, € importante
pontuar, ndo se limitava a torturar e executar os descritos como “presos politicos”, mas também

os tradicionais alvos do sistema penal brasileiro: a populagéo negra e pobre.

Nesse sentido, o aperfeicoamento e militarizacdo do aparato policial e seu modelo de
repressdo do Estado no regime militar sera caracterizado por um duplo-processo, como
descrevem Flauzina e Freitas!'® , no qual por um lado hé a expansdo de praticas brutais como a
tortura, o desaparecimento e as execucdes para uma clientela ndo comum do sistema penal —
pessoas brancas da classe medias e altas. Por outro lado, isso ndo significa uma equiparacao as
dindmicas de brutalizacdo contra a populacdo negra. Claramente, a fragilizacdo de garantias
penais em face do jus puniendi, o fortalecimento do aparato penal e sua militarizacdo e a defesa
da Doutrina da Seguranca Nacional expuseram a populagdo negra a uma maior carga

desproporcional de violéncia. Ou seja, a vigilancia fundada no terror racial continuava em mais

I8 FLAUZINA, FREITAS, 2017, p. 56-58
114 ZAFFARONI, Eugenio Raul et Al. Direito penal brasileiro: teoria geral do direito penal, 2ed. 2003, v. 1
1S FLAUZINA, FREITAS, 2017, p. 57-58



52

um capitulo do “além-vida da escravatura”, agora potencializada pelo arranjo autoritario de um
regime ditatorial. Thula Pires'® indica que até mesmo a repressdo contra movimentos politicos
de esquerda foi marcada pela diferenca racial. A autora destaca que militantes, ativistas e
sindicalistas negros foram vitimas de prisdes e torturas desde 1964, antes mesmo do Ato

Institucional n. 5 que marca o inicio da repressdo da ditadura militar com os “Anos de Chumbo”.

Além da perseguicdo desproporcional a pessoas negras engajadas na oposicao e critica
ao regime militar, ha que se considerar a expansao da violéncia quotidiana dirigida as pessoas
negras no periodo de uma forma geral. Flavia Rios!!” descreve o aumento das violéncias vividas
nas comunidades negras: desaparecimentos, execu¢des sumarias, desocupacgdes, abordagens,
prisdes injustificadas se tornaram ainda mais comuns e sistematicamente utilizados pelo aparato
policial. Thula Pires'® destaca um documento do Servigo Nacional de Informagdes, no qual era
dada a ordem de intensificar batidas — abordagens generalizadas — nas favelas, em um ritmo de
trés a quatro vezes por semana. O que esse relato expGe como a pratica do terror em face das
comunidades negras foi intensificada e até mesmo burocratizada nas engrenagens do regime

militar.

Um dos acontecimentos mais marcantes que ilustra a presenca do terror racial como
parte constitutiva do regime militar € a tortura e assassinato de Robson Silveira da Luz em 18
de Junho de 1978. Robson era um feirante negro em Sdo Paulo e, com 27 anos, foi acusado de
roubar frutas em seu préprio lugar de trabalho. Foi sequestrado por policiais do 44°
Departamento de Policia de Guainazes na zona lesta da capital paulista, local em que foi morto
por policias.!*® O sequestro, tortura e morte de Robson é um dos muitos casos que revelam o
terror racial perpetuado nos porbes da ditadura, mas que, como argumentam Flauzina e
Freitas'?°, ndo sdo computados no rol de atrocidades do regime militar. O caso em conjunto
com as dendncias de discriminacdo de quatro jovens negros impedidos de jogar ténis no Clube
de Regatas Tieté, seria 0 estopim de uma série de manifestacGes e articulacdes politicas negras

em face da discriminacdo racial. Primeiro, formando o Movimento Negro Unificado contra
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Discriminacdo Racial (MNUCDR) que apds discussdes e mobilizagBes internaria se
transformaria no Movimento Negro Unificado (MNU) com o combate a violéncia policial e o
encarceramento em massa da populacdo negra como uma das suas maiores bandeiras.
Questionando a separacao entre presos politicos e presos comuns, 0 MNU promoveu uma
critica radical ao aparato policial e desnudou o discurso do sistema penal, expondo o carater
politico dos processos de criminalizacdo da populagdo negra. 12,

Um relato trazido por Thula Pires!?? para a Comissio da Verdade do Rio de Janeiro
exp0e o carater da violéncia gratuita destinada as comunidades negras durante o regime militar.
No dia 30 de Setembro de 1982, o Jornal do Brasil publicou na capa, uma foto que mostra um
grupo de homens negros levados por cordas no pescoco depois de uma blitz no Morro da

Coroa/Cachoerinha na cidade do Rio de Janeiro:

Um elemento importante deste registro € que o tenente responsavel pela operagédo
fundamenta a prisao pela falta de documento de identificacéo, traduzindo uma ideia de que uma
suposta falta de registro em face do Estado permite a violéncia total, em uma préatica de
vigilancia racializadora que conecta documento de identificagdo (ou sua auséncia) com terror.
Auséncia de documentacdo informa uma néo-cidadania imposta aos sequestrados pelo Estado
e fundamenta a brutalidade e o desfile daquelas pessoas em sua comunidade, em uma cena que

remete o transporte de pessoas escravizadas.

121 GONZALEZ, 2020b. Versdo ndo paginada.

122 p|RES, 2015, p. 23

123 Disponivel em Arquivo PUblico do Estado do Rio de Janeiro, Assunto: “Movimento Negro do Rio de Janeiro”,
27 de julho de 1982, DGIE 312, 608-612.
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Também nesse sentido, é importante tracar que estamos falando de homens negros
sendo desfilados acorrentados na comunidade por agentes da lei, na frente de suas familias e
vizinhos. A violéncia aqui ndo sé ataca aquelas pessoas e seus corpos, mas suas companheiras
ou companheiros, filhos, amigos e toda sua comunidade, funcionando como uma exibicéo
constante da capacidade dos agentes do poder em performar a violéncia. Antes nos referimos a
Orlando Petterson e sua descrigdo sobre como os escravos rebeldes eram marcados com o “F”
por escaparem da logica do cativeiro e aqui compreendemos a narrativa desse desfile violento
como uma continuidade dessas praticas, mesmo sem o fogo em brasa, mas ainda com um carater
expositivo do ato para as outras pessoas ali presentes. H& um simultaneo uso da violéncia em
um cardter repressor e determinador de comportamentos — o tenente fala do uso das correntes
como uma pratica de coercdo psicoldgica -, a0 mesmo tempo que ha a gratuidade da
brutalizacdo corporal e sua visibilidade para todos verem, caracteristica constante do racismo

como estruturador das praticas de repressao.

Um outro lado da vigilancia ditatorial contra a populacdo negra esta no ja mencionado
fato que o regime adotou 0 mito da democracia racial como narrativa oficial do Estado. De tal
forma, Kossling aponta que a arquitetura de vigilancia ird lancar seus olhos para articulacdes
negras que denunciavam o racismo e a violéncia policial. O objetivo essencial do regime militar
em realizar essa vigilancia era o entendimento de que a denuncia ao racismo no Brasil era um
ato subversivo em si, interesse em se manter a ideologia da defesa da patria e da ordem nacional
a partir de uma caracterizacdo do Brasil como um paraiso racial. Da atencdo ao racismo seria
um ato de questionamento da ordem nacional e de tal maneira, uma atentado ao regime como

todo. 124

Kossling!? explica que os movimentos negros alvos de monitoramento no chegaram a
ser classificados como organizagdes subversivas em sua grande maioria, preferindo-se vigiar e
reprimir indiretamente esses agrupamentos que, geralmente, acabaram por ndo gerar processos
judiciais perante a Justica Militar. No entanto, as campanhas de denuncia a violéncia policial
eram especialmente vigiadas, com uma pasta especifica do DEOPS que armazenava noticias
veiculadas por grandes jornais.!?® Os militares entendiam tais dentncias feitas por ativistas

negros como taticas de desmoralizacdo do governo, especialmente das forcas policiais e

124 KOSSLING, op. cit, loc. cit.
125 |dem, lbidem. p. 39
126 |dem, lbidem, p. 40
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classificaram muitas das campanhas como subversivas, chegando a deter militantes e ativistas

envolvidos.t?’

Nesse sentido, a arquitetura punitiva e de vigilancia configurada na ditadura pode ser
descrita como mais um capitulo do exercicio do terror racial no Brasil no qual o corpo negro se
tornou uma régua estruturante da brutalidade e exterminio que atingia agora setores da classe
média e das elites, quando opositoras ao regime. De forma evidente, o aparato mais sofisticado
e com mais abertura juridica para o cometimento de viola¢des, marcou uma intensificacdo da
violéncia de Estado em face da populagdo negra. Ao mesmo tempo, o regime buscou através
do mito da democracia racial defender uma narrativa que ndo existiria racismo no pais,
buscando de tal forma monitorar articulaces e mobilizagdes negras que questionasse essa

I6gica.

Por um lado, o regime militar significou o resultado de séculos de calibragem dos
recursos de repressdo do Estado Brasileiro, da coldnia a Republica Nova, que utilizou corpos
negros como definidores da sua operabilidade. Assim, ndo ha como separar o regime militar
das técnicas de vigilancia racializadora e biométricas que antecederam pois essas tiveram um
papel criador do padrdo de realiza¢do da repressao no Brasil. Mas por outro, a ditadura também
significou o aperfeicoamento e expansdo das praticas de vigilancia, o que nos leva a questionar
e refletir sobre como velhas e novas técnicas de vigilancia se expressaram no contexto do

regime.

1.3.2. ManifestacBes das biométricas e outras tecnologias de vigilancia na Ditadura Civil-

Militar e o elemento racial

Em um texto intitulado “O terror nosso de cada dia”*?®, publicado pela primeira vez em
1986, Lélia Gonzalez faz um relato que nos auxilia na empreitada de tratar das dindmicas de
vigilancia e terror na ditadura. O relato é sobre sua amiga Tininha, uma mulher negra que
trabalhava como diarista no Rio de Janeiro, mas nascida e criada em Salvador. Na capital
baiana, ela se casou e foi abandonada pelo marido, deixando-a sozinha com quatro filhos e, na
busca por melhores condicdes de vida foi para o Rio de Janeiro. Dentro das suas possibilidades

de renda e tempo, Tininha visitava sua m&e em Salvador, ainda mais quando os filhos foram

127 1dem, Ibidem.
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Rio de Janeiro, 2020a. Versdo ndo paginada.
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crescendo e podia ajuda-la. Foi durante uma dessas visitas que uma noticia devastadora a
chegou, vindo da capital fluminense para Salvador:

Mal chegou ao Curuzu. Um telefonema e uma passagem aérea (dada pela patroa que
a chamara) obrigaram-na a voltar. Duas noites ap6s a partida de Tininha, alguns
homens bateram & porta da sua casa, em Nil6polis, Baixada Fluminense. Néo era
tarde, mas Jorge, que passara o dia carregando e descarregando caixas de Brahma,
desculpando-se por ndo abrir a porta pelo fato de ndo os conhecer, perguntou-lhes o
que queriam. A resposta foram dois tiros a queima-roupa. Eram policiais. Mas por que

Jorge, trabalhador sério, com carteira assinada e tdo querido por todos do lugar? 129

O relato continua expondo o que levou aos assassinos de Jorge a chegaram a sua casa:

Jorge tinha cometido um erro fatal. Tirara uma foto ao lado de alguém procurado pela
policia, apés um jogo de futebol, num angu comemorativo da vitéria do time local.
Na busca do “bandido” os policiais, depois de invadirem e quebrarem o que puderam
em sua casa, forcaram sua mée a Ihes dar uma foto do filho. E ela s6 tinha uma, a do
campo de futebol. E Jorge, trabalhador negro, arrimo de familia, filho e irmao

dedicado, ndo soube por que foi assassinado. A imprensa silenciou sobre esse

“acidente de trabalho” 13°

O relato de Gonzales aborda vérias dindmicas do terror intricadas com raga, género,
regionalismos e territorialidade, como o trabalho doméstico e dupla e triplas jornadas de
mulheres negras, interconexdes entre desigualdades regionais e raciais e a constante experiéncia
de mdes negras em perderem seus filhos para assassinatos orquestrados pelo Estado. O relato
também expbe pontos tracados no topico em questdo, a intensa atuacao de esquadrdes da morte
operando como parte da arquitetura policial do pais e 0 modo como a populacdo negra foi
atingida por grupos. A propria autora destaca apos o relato, a luta do Movimento Negro naquele
periodo contra as inlmeras execugdes e como essas afetam em escandaloso maior nimero, a
populacdo negra. No entanto, aqui destacamos algo no texto intimamente ligado ao uso de
tecnologias para vigilancia por agéncias penais: a fotografia que é obtida no qual ambos Jorge

e o rapaz procurado pelos policiais estao registrados.

Tratamos no topico anterior sobre a fotografia e como ela foi criada no século XIX e
associada com praticas de registro policial e estudos de antropologia biologicas. A fotografia
quando usada para identificacdo de pessoas é em si uma tecnologia visual e biométrica que
permite conectar um dado fisico — a face, uma marca de nascenca — com uma informacao que
¢ imputada aquele dado. No caso especifico, ao conseguirem a fotos dos rapazes — um

procurado pelo sistema de justica criminal e outro que s estava no mesmo local -, 0s agentes

129 |dem. Ibidem. Versdo ndo paginada.
130 GONZALES, Lélia, 2020a. Versdo nao paginada
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policiais a utilizaram para promogdo de mais uma execugdo de um jovem negro. O relato de
Gonzales ndo nos permite dizer se 0 que aconteceu foi 0s agentes terem matado Jorge porque
acharam que ele era a pessoa procurada em um caso de “falso-positivo” ou mesmo o executaram

simplesmente por estar no mesmo registro de quem eles estavam procurando.

Nessa narrativa do cotidiano atravessado pelo terror, estar exposto como tecnologias de
identificacdo visual podem ser utilizadas para a brutalidade do sistema penal quando postas nas
méos de seus agentes. Anteriormente, com as reflexdes de Browne e do conto machadiano Pai
Contra M&e, expomos como cartazes e anuncios de “escravos fugidos” continham descri¢oes
fisicas que potencializava o aparato punitivo da escravatura nas maos de cacadores de
recompensa, capitdes-do-mato e agentes do Estado em um exercicio de vigilancia racializadora
biométrica. No periodo descrito em “O terror nosso de cada dia”, percebemos a atualizacdo
promovida pela disseminacdo da fotografia como tecnologia de vigilancia e identificacdo de
pessoas negras como alvos do aparato punitivo. Quase cem anos separam 0s cacadores de
recompensa dos membros de grupo de exterminio, mas a possibilidade de descrever corpos,
seja em formato escrito ou nos pictogramas de uma foto, expde o continuum comunh&o entre
tecnologias biométricas, cada vez mais atualizadas e de tal forma cada mais eficientes. Assim,
quase cem anos depois, na ditadura, temos grupos de exterminios operados por agentes policiais
utilizando a fotografia para operar sua brutalizacio. Como explica Hartman'®!, fotografias
abrem a possibilidade de impor as pessoas negras um nivel de visibilidade atrelado a um modo
de administrar e vigiar fundado na escravatura, impondo um lugar de subjugacdo em face as
estruturas do terror. No entanto, esse ndo é o Unico modo como a fotografia funcionara como

tecnologia de monitoramento em face da populacédo negra.

A ditadura representa um periodo de desenvolvimento de um complexo sistema
repressivo e de vigilancia com base em estruturas como o0 SNI e 0 DOI-CODI e nas articulagdes
entre forcas armadas e policiais com objetivo de coletar o0 maximo de informacéo possivel.
Samantha Quadrat32 indica como o bindmio informag&o-represséo foi um dos principais pontos

de investimento do regime, levando a construgio de uma “comunidade de informacdes”*3,

181 HARTMAN, Saidiya. Wayward Lives, Beautiful Experiments: Intimate histories of riotous Black girls,
troublesome women, and queer radicals. WW Norton & Comany, Nova York, 2019, p. 21.

132 QUADRAT, Samantha Viz. A preparacdo dos agentes de informagao e a ditadura civil-militar no Brasil (1964-
1985). Varia hist., Belo Horizonte, v. 28, n. 47, p. 19-41, Junho 2012.

133 O termo “comunidade de informacdes” é utilizado para designar uma reunio de pessoas, 6rgios e instituicdes
coligados a atividade de obtencdo de informaces e informagdes e que no regime militar, se tornou homogeneizada
por pessoas das Forcas Armadas ou sob orientacdo dessa estrutura. In: MOTTA, Rodrigo Patto S&. Os olhos do
regime militar brasileiro nos campi - As assessorias de seguranca e informac8es das universidades. Topoi, v. 9, n.
16, jan.-jun., p. 30-67. 2008
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Com base na ideia de suspei¢do continua, os operadores do regime buscaram potencializar o
controle militar na vida civil, com alto investimento em coleta e processamento de informacdes.
Para obter essa carga informacional em relagé@o aos seus alvos, os agentes do regime utilizaram
diversas técnicas, entre elas a tortura, que tinha como func¢éo a obtencao de dados além de servir
como instrumento de desmobilizacéo politica por intimidagdo.'® Outras técnicas incluiam a
vigilancia a distancia, através de tocaias e uso de tecnologias como a cadmera fotogréfica
também eram utilizadas. Além disso, também utilizada a infiltracdo, por meio da qual os

agentes adentram no movimento como membros deste:

A técnica de infiltracdo consistia em suspeitar, em principio, de todos, coletar e
arquivar quaisquer dados obtidos e entrega-los, por escrito, a policia. Ali estes
estariam classificados com palavras-chave extremamente sugestivas, por
caracterizarem uma gradacdo em que se colocava num extremo o inimigo mais
perigoso, € em outro, aqueles que estariam, provavelmente, dispostos a cooperar.
Obedecendo a esta ordem, cite-se um exemplo desta técnica de arquivamento:
terrorista, fanatico comunista, esquerdista ou socialista, subversivo, autor de atos

indiretamente subversivos, inocente Gtil, idéneo ou confiavel. 3

O comum entre essas diversas técnicas é a producdo de informacGes e dados que
precisam ser catalogados e armazenados. Por isso, 0 arquivo policial ocupou um papel central
funcionando como uma espécie de acervo dos resultados obtidos pelas tecnologias de
monitoramento da ditadura. Como vimos no topico anterior, a preocupacao de agentes policiais
em como armazenar informacdes sobre pessoas suspeita ndo é uma novidade, e condicionou
escolhas do uso da bertillonage ou identificacdo digital. No entanto, a obsessdo do regime com
capturar os “inimigos internos” ¢ a ampliada estrutura policial com esse objetivo promoveu
uma producdo de dados em larga escala, tendo como consequéncia a necessidade de maior
eficiéncia na organizacdo. Como explica Kossling®3®, a 16gica de armazenamento de informac&o
do regime militar era baseada em grandes volumes de dados, sistematizadas em fichas
remissivas distribuidas por temas e pessoas investigadas. Dessa forma, eram criados
verdadeiros dossiés das pessoas investigadas e acompanhadas pelos agentes e dos movimentos

classificados como subversivos ou de oposi¢ao ao regime.

Nomes como Carlos Alberto Oliveira (Cad), Abdias Nascimento, Léelia Gonzalez e
Carlos Hasenbalg, movimentos como Movimento Negro Unificado e espagos como o Centros
de Estudos Afro-asiaticos foram investigados e criados arquivos com o0 maximo de

informagdes. Essa logica de obtencdo de dados e construgdo de arquivos se enquadra no que é

134 MAGALHAES, 1997, n.p.
135 |dem. op.cit. n.p.
136 KOSSLING, 2007, p. 16
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chamado de vigilancia por dossié (dossierveillance). Como explica o coletivo de pesquisadores
The Dossierveillance Project!®’, a vigilancia por dossié se caracteriza na criagdo de arquivos
que serdo o centro do modo de obtencdo de informagdes assim como um modo de intimidacao
e disciplina que representam. Somado com a ameaca da tortura ou mesmo a morte, o dossié
funciona como uma ferramenta que ilustra como o0 regime investia o bindmio da
informagao/represséo. Entre os alvos desse monitoramento no regime militar e da formagéo de

arquivos e dossiés estavam articulagdes e movimentos negros, assim como seus ativistas.

N&o se deve reduzir o arquivo a simples imagem de caixas de documentos mas como
um instrumento efetivo de vigilancia que pode ser associado com o terror e 0 processo de
racializacdo. Ao adentrar em documentos histdricos sobre a escravatura, como inventarios de
senhores de escravos, diarios de bordo dos navios negreiros ou documentos escritos por
abolicionistas, Saidiya Hartman®*® desvela o que pode se manifestar como uma segunda
violéncia contra as pessoas ali documentadas. Ao construir narrativas encarceradoras, ao
recortar suas historias de vida, a resumir pessoas a nimeros ou objetos, 0 arquivo da escravatura
reafirma processos desumanizacdo do cotidiano da vida negra naquele tempo. Podemos
transpor a reflexdo de Hartman para os arquivos e dossiés construidos na ditadura na forma
como eles ndo sé buscavam coletar informacges e intimidar aqueles e aquelas aqui registrados,
mas também criar narrativas necessarias para a manutencao da subjugacéo racial. O arquivo
policial ndo é sé uma tecnologia de acimulo de informac6es e dados pessoais, mas também um
instrumento criativo da branquitude para manter viva a hierarquia racial, seja ao inserir pessoas
negras nas dindmicas da criminalizacdo ou na defesa de um discurso de sustentacdo como é o

mito da democracia racial

Ainda na defesa desse discurso, uma outra tecnologia de carater biométrica sera
utilizada pelo regime de forma a encobrir as violéncias vividas pela populagdo negra e outros
grupos raciais e étnicos ndo-brancos: os censos demograficos nacionais e o questionamento da
identificacdo racial. Como explica Browne'®®, ao perguntar para a populagio sua raga/cor,
censos demogréaficos funcionam como tecnologias biométricas e de reafirmagédo de processo
racializacdo, especialmente pela forma como categoriais raciais eram construidas, adicionadas

ou retiradas do questionario. Nos Estados Unidos, em conjunto com a regra da gota do sangue

1% THE DOSSIERVEILLANC PROJECT. The Dossierveillance Project. Disponivel em:<
https://www.dossierveillance.com/> Acesso em: 07 de Julho de 2021.

138 HARTMAN, Saidiya. Vénus em Dois Atos. Dossié Crise, Feminismo e Comunicacéo, vol. 24, n. 3, 2020.
Traducdo por Fernanda Silva e Sousa e Marcelo R. S. Ribeiro

13 BROWNE, 2015, p. 52-53
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e politicas de segregacdo racial, os censos se tornaram instrumentos de identificacdo de
populacdes e categorizagdo racial. Browne!*® destaca 0 modo como novas categoriais raciais
foram sendo adicionadas ao censo, atualizando e reafirmando processos de racializacdo

especificos, como de pessoas de origem asiatica e os diferentes grupos de origem latina.

No contexto da ditadura militar brasileiro, em busca da defesa da democracia racial,
houve a omissdo do questionamento de identificacao racial no censo decanal de 1970, deixado
aquela década como um vazio no que tange a identificacdo da proporcéo racial da populacao
brasileira, o que dificulta o desenvolvimento de pesquisas assim como de politicas piblicas. 4
Nesse sentido, é interessante notar que o uso dos censos nos dois paises refletem na situagédo
especifica diferentes modos como o racismo funciona: no contexto estadunidense, como um
auxiliar de processos de segregacdo declarada, enquanto no Brasil como algo a ser encoberto

para disfarcar as violéncias e desigualdades racialmente estruturadas.

Sob o pilar da democracia racial, a vigilancia em face da populacdo perpetuada pelo
regime militar ndo se voltou somente a militantes e ativistas negros que questionavam a
ditadura, mas também formas de viver, experienciar e afirmar a negritude, notadamente
manifestagdes culturais e estéticas. Um dos maiores alvos dessa vigilancia foram os cabelos
crespos das pessoas negras. Como novamente afirma Pires'#?, no periodo aqui estudado, utilizar
cada vez mais cabeleiras encrespadas era uma forma de aceitacdo e afirmacdo da prépria
negritude, sendo a construgdo de uma resisténcia negra a um regime cada vez mais fechado. A
liberdade de poder pentear o cabelo da forma como quiser e especialmente afirmar a negritude
era um ato de revolta contra um Estado que buscava constante desumanizar pessoas negras e
conectar seus tracos com elementos negativos. O regime entendia essa demonstracao estética
como um desafio a ideologia de unido nacional fundada na ordem e obediéncia, além de uma
resisténcia ao papel “submisso” historicamente imposto a esse segmento populacional. Nao a
toa, pessoas com cabelos encrespados, utilizando o black power, quando sequestrados pelo
regime, tinham seus cabelos raspados, em especial ao serem apresentados em publico por
agentes do regime como o “negro ideal” para a ditadura militar, em uma forma de vigilancia

integrava interdicdo corporal, humilhacéo e um processo de racializagéo.

Em seus achados na Comissao da Verdade do Rio de Janeiro, Thula Pires apresenta um

informe que expde como os militares determinam que os negros deviam ser identificados pelos

140 |dem. Ibidem. p. 53
141 RIOS, 2019, n.p.
142 P|IRES, 2018, p. 1075
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cabelos encarapinhados em vez da prépria cor da pele em razéo da diversidade racial e étnica
existente em reunides socialistas, em especial, com a possibilidade de contato com grupos
internacionais.!*® Essa anotagdo € interessante pois aponta o cabelo como um demarcador
biométrico de raca, mas também de nacionalidade, indicando como a vigilancia racializadora e
as tecnologias biométricas funcionam também se associando com fronteiras de nacionalidade,

expondo as interconexdes entre raga e nacionalidade.

O regime militar se caracterizou como um periodo no qual a repressdo por parte das
agéncias policiais e militares foram calibradas pelo terror racial historicamente ja padrdo de
atuacdo, destacando o papel da tortura como mecanismo de controle social. Simultaneamente,
isso também marcou a potencializacdo da violéncia vivida por comunidades negras, em
contraponto com o discurso do mito da democracia racial que se tornou mantra oficial do regime
ultranacionalista. Em meio a esse cenério, tecnologias biométricas continuaram a ser utilizadas,
inclusive para auxiliar o monitoramento de articulagbes politicas e culturais negras que

guestionavam o regime ou denunciavam o racismo.

Nesse sentido, o regime militar representou menos uma modificagdo do terror racial e
vigilancia racializadora por biométrica mas mais um periodo de reafirmacdo da suas légicas.
De tal maneira, seria esperado que o periodo historico posterior que expressa a chamada
redemocratizacdo do pais pudesse representar o inicio de uma ruptura da utilizacdo dessas

praticas e ferramentas. Mas ndo sera muito bem isso que acontecera.

1.4. (Nao) contradicGes, novas tecnologias e expansdo dos aparatos policiais-

carcerarios no brasil da democracia cidada

A partir do ano de 1975, comeca no Brasil, um processo de desmantelamento do regime
militar através de uma abertura politica. Natalia Neris'** explica que o esgotamento do modelo
econdmico baseado no “milagre econdmico, a eclosdo de grandes mobilizagdes sociais, assim
como disputas internas nas Forgas Armadas foram fatores determinantes desse que, entretanto,

tambeém foi caracterizado pela participacdo ativa dos operadores militares. Ndo temos aqui

143 p|RES, 2015, p. 28-29

144 SANTOS, Natalia Neris da Silva. A voz e a palavra do Movimento Negro na Assembleia Nacional
Constituinte (1987/1988): Um estudo das demandas por direitos. 2015. Dissertacdo (Mestrado em Direito) -
Escola de Direito da Fundagdo Getulio Vargas, S&o Paulo, 2015. Disponivel em:<
https://bibliotecadigital.fgv.br/dspace/bitstream/handle/10438/13699/Disserta%C3%A7%C3%A30_Nat%C3%A
1lia%20Neris.pdf?sequence=1&isAllowed=y>. Acesso em: 27 Novembro 2022
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ambicdo de realizar uma reflexdo sobre esse processo e suas particularidades, mas destaca-se a

necessidade abordar a manutencdo dos mecanismos repressivos que a caracterizaram.

O término do regime militar ndo representara uma ruptura com o terror cotidiano vivido
pela populagdo negra e com as dindmicas de vigilancia que tem esse grupo com destinatario e
I6gica perdurard e estara presente no processo de formacdo da Constituicdo de 1988. N&o
queremos aqui reduzir as conquistas da Constituinte e a formacdo do Estado Democratico de
Direito, especialmente aquelas do movimento negro. Como destaca Thula Pires!®, a
Constituinte teve uma ampla e efetiva participacdo popular e sua ampla maioria foi eleita em
1986, abrindo possibilidades para o povo brasileiro de levar suas demandas para o ambito

Congresso.

No que tange a questdo racial, a partir da mobilizag&o tanto dos constituintes negros e
aliados, assim como a forte mobilizagdo do Movimento Negro, houve uma série de
reivindicacdes que foram levados ao pleito da Constituinte. Como reflete Pires, a Constituicao
de 1988 acabou por representar normativamente 0s processos de lutas dos setores da sociedade
ali representado e, na questdo racial, representou muito mais a institucionalizagcdo de uma nova
pauta de luta. Entretanto, pela sua prdpria natureza institucional e pelo prdprio contexto do

processo de abertura, a Constituicdo de 1988 representou grandes conquistas, mas ndo-rupturas.

Uma das evidéncias dessa ndo ruptura esta na propria proporcao entre a populacéo negra
e o numero de constituintes negros: “(...) naquele momento o0s negros (pretos e pardos)
representavam aproximadamente 46% do contingente populacional, foram eleitos apenas 11
(onze) representantes negros do total de 559 membros, ou seja, 2% dos constituintes.'4® Neris'4’
destaca alguns pontos do processo da constituinte que nos alertam sobre esse sentido. A
Subcomissdo dos Negros, Populac6es Indigenas, Pessoas Deficientes e Minorias foi um espaco
desvalorizado por muitos parlamentares e com pouca atencdo da midia, apesar das fortes
discusses e apresentacdo de diagnosticos sobre a populacdo negra, a partir de intelectuais como
Lélia Gonzalez, assim como a constituinte Benedita da Silva. Nesse contexto, se verificou a
criminalizacdo do racismo no Brasil. Ao mesmo tempo, a pesquisadora aponta que muitos
dispositivos de redistribuigéo para isonomia e os de reconhecimento (educagdo) perderam sua

especificidade para a populagdo negra ao entrarem na Comissdo de Sistematizacdo. A

145 PIRES, Thula Rafaela de Oliveira. Criminalizag&o do Racismo: entre a politica de reconhecimento e meio de
legitimacdo controle social dos ndo reconhecidos. Tese (doutorado) Pontificia Universidade Catélica do Rio
Janeiro, Departamento de Direito, 2012.

146 |dem. Ibidem., p. 108

147 SANTOS, 2015, p.173 e ss.
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Constituicdo de 1988 afirmou o direito a ndo-discriminagédo e a pautou a questdo racial
sobretudo no ambito da cultura. Para Neris, isso € uma demonstracdo de como o mito da
democracia racial ndo tinha sido superado, mesmo com a importante conquista do Movimento

Negro de ter racismo como uma palavra existente no texto constitucional.

Expressa essa ndo ruptura com o terror racial, a continuidade do dispositivo militar-
policial do regime ditatorial, em contraste com o amplo rol de garantias fundamentais no texto
de 1988. Vinicius Llcio Andrade!*® destaca a imensa dificuldade para alteracdes
constitucionais que levem a alteragdes no sistema de seguranca publica, em especial a
resisténcia de oficiais da Policia Militar e delegados da Policia Civil. Nesse sentido, Felipe
Ferreira, Clara Jaborandy e Liziane Oliveira’*® argumentam que os anos com a Doutrina da
Seguranca Nacional informando a prética policial e a posterior inércia em operar reformas nessa
direcéo levaram a permanéncia do mito do inimigo interno conforme os termos da Doutrina da
Seguranca Nacional. Diante desse cenario, fato é que o regime militar termina, mas o modo
como este aperfeicoou o0 aparato do sistema de justica criminal permanece, mais uma vez
atualizando a estrutura de vigilancia e terror agora voltando-se para aqueles que sempre foram

seu alvo: a populagéo negra.

O terror racial atualizado e aperfeicoado pelo regime militar expressara toda sua
brutalidade nos tempos &aureos da democracia quatro anos depois da promulgacdo da
Constituicdo Cidada. Em 02 de Outubro de 1992, na Penitenciaria de Carandiru, quando ap6s
uma rebelido dos homens ali sequestrados pelo Estado em sua luta por melhores condicdes de
salubridade foi recepcionada pelo Batalhdo de Choque da Policia Militar do Estado de Sao
Paulo, Essa, maquina mortifera estatal, como descreve Luciano Oliveira, adentrou o espaco e
realizou uma chacina no qual foram executadas 111 pessoas, em sua maioria negras.'®® O
“além-vida da escravatura”'®® brasileiro permanece, agora mais uma vez atualizado com um
repertério de duas décadas de intensa repressdo politica, tortura, desparecimentos e
assassinatos. O Estado Democratico de Direito no Brasil nasce com uma bagagem histérica de

dindmicas de brutalizacdo extrema que permeavam as praticas de vigilancia e policiamento, o

148 ANDRADE, Vinicius Lucio de. A constituicdo desmilitarizada: democratizacdo e reforma do sistema
constitucional de seguranca publica. 2014. 127f. Disserta¢cdo (Mestrado em Direito) - Centro de Ciéncias Sociais
Aplicadas, Universidade Federal do Rio Grande do Norte, Natal, 2014.

149 FERREIRA, JABORANDY, OLIVEIRA, 2018, p. 20-22

150 ALESSI, Gil. Sobrevivente do Carandiru: “Se a porta abrir, vocé vive. Se ndo, vou te executar”, Portal El
Pais. Séo Paulo, 20 Jun 2017. Disponivel em:<
https://brasil.elpais.com/brasil/2017/06/14/politica/1497471277_080723.html> Acesso em: 26 Jul 2021.

51 HARTMAN, 2008, n.p.



https://brasil.elpais.com/brasil/2017/06/14/politica/1497471277_080723.html

64

que serd novamente afetado pela introducéo de novas tecnologias e pelo neoliberalismo como

modelo de organizacéo capitalista.

O p6s-88 néo foi definido pela desarticulacdo do aparato de vigilancia e terror racial do
Estado Brasileiro e sim pela manutencdo de um padrdo historico de violéncias contra a
populagdo baseado em permanéncia de mecanismo repressivos e atualizacdo desses. A
permanéncia do elemento militar se manifesta de diferentes formas. Por um lado, verifica-se a
manutencdo do carater militar das policias, uma das consequéncias do processo de militarizacéo
do Estado Brasileiro caracteristico do regime, mas que permaneceu existente apds a
redemocratizagdo, expressando o modo como as supostamente derrotadas forcas militares
continuaram presentes nos processos decisorios da nacdo. Nessa direcdo, Acécio Augusto!®
assinala um ponto fundamental: os continuos usos de Operagdes para Garantias de Lei e da
Ordem (GLO) para assegurar a seguranca em momentos de crise ou em grandes eventos, mas
que apontam para a naturalizagéo do uso das forgas militares para o gerenciamento policial da
vida cotidiana. Um dos momentos mais emblematicos desse processo se deu na intervencgédo
federal no Rio de Janeiro em 2018 que, para Augusto, confirmou como o uso das forcas
militares, disposto como excecdo na Constituicdo Federal, se tornou algo a ser utilizado

continuamente.

Estatisticas também expressam essa permanéncia do terror racial no carater Estado
Brasileiro. Em 2020, a letalidade policial chegou ao numero de 6.416 vitimas com 78,9% sendo
pessoas negras’®3, enquanto noticias de chacinas realizadas por agente do Estado, assim como
a atuacdo de milicias em comunidades negras, apontam para continuagdo do exercicio do terror.
Por outro lado, o encarceramento vai na mesma dire¢do com 0 14° Anuério Brasileiro de
Seguranca Publica, publicado em 2020, apontando que dos 657,8 mil presos com informacéo
de cor/raga, 66,7% S30 negros, ou seja, a cada trés pessoas detidas sdo negras.'®* A elei¢do em

2018 de um presidente da Republica que em seu discurso defende uma politica de seguranca

152 AUGUSTO, Acécio. Trinta anos esta noite: busca por seguranca e medidas autoritarias na Constituicéo federal
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publica baseada no mote “CPFs cancelados”® aponta para que nos mais de trinta anos do texto
constitucional, o terror ndo foi questionado, mas sim alimentado. Diante disso, € importante nos
perguntarmos no que se fundamenta a tendéncia p6s-1988 do aparato policial-penal se mostrar

mais eficiente em produzir subjugacao.

A0 nosso ver, a resposta € a permanéncia das estruturas que refirmam a ndo-humanidade
e nao-cidadania como aportes fundamentais ao controle das pessoas negras, colocadas para o
outro lado de uma fronteira estabelecida e perpetuada por tecnologias biométricas. Mas a
permanéncia desse padrédo histérico ganha a contribuicdo de um outro elemento que estara em
si, intimamente conectado com as novas préaticas de vigilancia: A emergéncia da racionalidade

neoliberal nos anos 90.

1.4.1. Terror racial na democracia cidada, vigilancia racializadora e a emergéncia da

racionalidade neoliberal

O que entendemos como racionalidade neoliberal esta conectada uma configuracdo do
capitalismo no qual as relagdes sociais, a natureza e o préprio ser humano comecam a ser
regidos por uma linguagem do capital. Como explica Mbembe, o neoliberalismo € uma etapa
do modo de producdo capitalista qual todos os elementos da vida social e politica passam a ter
um valor de capital e de mercado, através uma série de operacGes de abstracdes que levam a
uma légica empresarial de reger qualquer relacdo social, politica e econdémica a se tornar
dominante. A prépria sociedade deixa de ser vista como um corpo social formado por cidadéos,
e passa a ser percebida como uma massa de individuos que, como explicado por Byung-jun
Han'®  s3o  considerados  como  donos-de-si  proprios e  verdadeiros
empreendedores/consumidores/colaboradores. Nesse processo, as relagdes de exploragéo
inerentes do capitalismo sdo ocultadas por uma ideologia de liberdade absoluta. O sujeito
neoliberal tem seu reconhecimento no desempenho e na sua capacidade de sucesso, enquanto
seu fracasso ou revolta em face ao modelo econémico é visto como fundamento para o

confinamento ou a liquidacdo.

155 Inimeras vezes, o entdo presidente da Republica, Jair Bolsonaro e outros membros da sua familia utilizaram o
termo “CPF cancelados” para se referir a morte de pessoas criminalizadas. O termo tem origens relacionadas com
grupos de exterminios e milicias e foi popularizado pelo apresentador de programas sensacionalistas, Siqueira
Junior. Abordamos isso em artigo: MONTEIRO, P.D.C. CPFS cancelados, vigilancia racializadora e expressoes
do terror racial do Estado brasileiro: a negagdo da cidadania/humanidade e a violacdo sistematica de direitos
fundamentais da populacdo negra o Brasil. In: Direitos Humanos e Direitos Fundamentais. Dirley da Cunha Jr.
(org) e Larissa Silva de Oliveira (org), Sdo Paulo, Editora Dialética, p. 473-496, 2021.

156 HAN, Byung-Chul. Psicopolitica: o neoliberalismo e as novas técnicas de poder. Belo Horizonte: Ayiné, 2018
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No neoliberalismo, o ser humano é dominado por um discurso ideoldgico de liberdade
individual, enquanto é transformado em ndmero, uma cifra, um dado no meio da massa que
sera superexplorada no seu gerenciamento. Tudo no neoliberalismo € passivel de exploracao:
as emoc0es, 0s sonhos, o trabalho, a incerteza e até mesmo os dados que fornecemos de forma
supostamente voluntaria para grandes empresas de tecnologia. Nos tornamos perfis a ser
seguidos, curtidos e comentados em grandes redes sociais, como uma l6gica empresarial de
consumo que acaba por dominar nosso tempo. O ser humano torna-se um duplo
mercadoria/agente do mercado, praticando autovigilancia assim como monitorando as
atividades dos seus competidores/colaboradores, caracterizando o que Zigmunt Bauman®®’

denomina de vigilancia fluida.

A lbgica neoliberal de transformacdo do ser humano em cifra numérica, em um
verdadeiro elemento a ser comercializado e vigiado constantemente ndo € novo na
Modernidade, sobretudo a partir de lentes raciais. Steven Dillon'®® aponta que as tecnologias
neoliberais monitoram, gerenciam e imobilizam a vida social em um modo que tem origens
durante o trafico negreiro, sendo o neoliberalismo e sua logica de financeirizacdo do mundo
uma manifestacao do espirito do terror escravatura, em uma verdadeira manifestacao do “além-
vida da escravatura”. Dessa forma, se as técnicas de vigilancia racializadora que foram
essenciais para a imposicdo do status de mercadoria para africanos sequestrados e seus
descendentes, vao ter seu padrdo historico reafirmado na l6gica mercadoldgica que domina a
racionalidade neoliberal. No mundo neoliberal, a populagéo negra mais uma vez o alvo central
da expansdo do aparato penal do Estado caracteristico desse estagio do capitalismo e sofrerd a

intensificacdo da vigilancia racializadora e do terror racial.

O Estado condicionado pela racionalidade neoliberal tem seu funcionamento
configurado por uma légica empresarial de maximizacdo de resultados. Populacbes sao
gerenciadas com base na sua capacidade de gerir capital com o Estado servindo como um agente
auxiliar da transfiguracdo das relagdes sociais em ativos financeiros. As politicas de austeridade
que sdo normalmente descritas como caracteristicas do neoliberalismo, em verdade, sdo
resultadas do célculo econdmico do que é mais eficiente e adequado para uma governabilidade
empresarial. Felipe Freitas!™® descreve que as ideais do neoliberalismo foram incorporadas na

administracdo publica brasileira na década de 1990, no periodo de consolidacdo da

15 BAUMAN, Zygmunt. Vigilancia liquida. Rio de Janeiro: Zahar, 2014

1% DILLON, Stephen. Possessed by Death: The Neoliberal Carceral State, Black Feminism, and the Afterlife of
Slavery... Radical History Review, Issue 118, 2012.

18 FREITAS, 2015, p. 95
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racionalidade neoliberal como ordem mundial, com politicas de privatizacdo e reducdo da
maquina publica, além de cortes em programas sociais e um principio de menor intervencao na

economia. O resultado da constitui¢do do aparato neoliberal é analisado por Ana Flauzina®®®

no
modo como tais politicas econdmicas levaram a expulsao da populacdo negra do mercado de
trabalho que se torna cada vez mais precario, devido a flexibilizacdo de direitos trabalhistas e a
emergéncia de novas formas de trabalho carregadas das ilusdes de liberdade como as novas

plataformas.

O sistema penal complementa essa configuracdo estatal através de um processo de
expansao da sua arquitetura e reafirmacdo do seu histérico repertdrio de intervencdo fisica na
brutalidade cotidiana: “Dos maus tratos nas Delegacias de Policia a “limpeza” dos centros
urbanos caracterizada pela remocao de flanelinhas e camelds, chegando as a¢@es dos grupos de
exterminio (...)”*%1, Como explica Felipe Freitas, na seara da seguranca publica, a racionalidade
neoliberal leva o aparato penal ser regulado a partir de uma Idgica de cadeia produtiva, assim
como a partir da narrativa do sistema penal como “a luta do bem contra o mal”. Mas, como ja
observamos, o “mal” ¢ um constructo fruto das formas de racializa¢ao, que no neoliberalismo
se torna a marca do “descarte” daqueles entendidos como inuteis para a l16gica empresarial. A
partir da atuagdo do aparato penal, hd uma intensificacdo das praticas confinamento e descarte
de populacdes que ndo pertencem ao projeto neoliberal, na qual a raca se torna um signo

essencial para desmarcacao daqueles que podem ser dispensados.

Nesse sentido, Dillon*®?, a partir de uma leitura dos ensaios escritos por Assata Shakur
durante os anos 70 nos Estados Unidos, aponta como o aparato carcerario no neoliberalismo
buscou transformar comunidades negras em espacos de confinamento em fluxo com a priséo,
conformando um modelo de economia no qual o desaparecimento de milhares de pessoas torna-
se essencial para o bem-estar econdmico. A vigilancia racializadora se torna basilar nesse
contexto, pois ela auxilia na demarcacao dos corpos a serem confinados ou exterminados e ndo
¢ coincidéncia que o periodo de ascensdo do neoliberalismo no Brasil, o p6s-1988, seja
caracterizado pelo encarceramento em massa. Entre 1990 e 2014, houve um crescimento de
575% da populacdo carceraria e € importante destacar que entre 2000 e 2014, houve um

aumento de 567,4% das mulheres privadas de liberdade, enquanto foi de 220% o incremento

160 FLAUZINA, 2006, p. 85

161 |dem. Ibidem. loc. cit.

162 DILLON, Stephen. Possessed by Death: The Neoliberal Carceral State, Black Feminism, and the Afterlife of
Slavery... Radical History Review, Issue 118, 2012.
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do encarceramento para homens'®3, Em dezembro de 2020, eram 668.135 pessoas privadas de
liberdades em celas®* no pais, o que coloca o Brasil como a terceira maior populag&o carceraria

em ndmeros absolutos no mundo.

Uma outra caracteristica fundamental da interagdo entre racionalidade neoliberal e
praticas de vigilancia é o modo como essa conduta torna uma atividade econémica a ser
exercida por empresas. Ao refletir sobre a expansao de formas cibernéticas de vigilancia no
regime colonial de Israel em face do povo palestino, Elia Zureik!® aponta como o
neoliberalismo produziu o enfraguecimento de regulamentagdes e garantias na legislacéo e o
avolumamento de parcerias entre 0 governo israelita e empresas de seguranga e monitoramento
para 0 desenvolvimento de poderosa arquitetura de vigilancia que, como explicado
anteriormente, reafirma praticas e caracteristicas do regime colonial. No caso palestino, a
racionalidade neoliberal permite o ato de vigiar a populacdo confinada, restringindo seus
direitos e reafirmando ndo-cidadanias como um modelo de negdcio que coaduna Estado e setor
privado. Esse exemplo do caso palestino, é emblematico ao iluminar uma norma global dentro

da logica neoliberal, em especial com a globalizacdo das relacGes capitalistas.

No Brasil, essa dindmica que estabelece como o empresarial se insere no sistema penal
tem um de seus maiores exemplos nas parcerias publico-privadas (PPP) utilizadas para
contratacdo de empresas e direcionamento de certos servi¢os do aparato penal para sua gestdo.
Aline Passos!®® assinala como essas parcerias tém o papel de transformar a prisio em um
negdcio aberto para concorréncia e disputa, no qual o Estado e as empresas compartilham a
funcdo de socios-gerentes do aparato. Essa tendéncia privatista leva a prisdo se torna um
mercado de exploragdo, algo que pode ser compreendido a partir do conceito de “complexo
industrial-prisional” explicado por Angela Davis'®’ como uma “(...)série de relagdes que ligam

corporages, governo, comunidades correcionais e midia(...)” para administracdo de cadeias,

163 DEPARTAMENTO PENITENCIARIO FEDERAL. Levantamento de Informacdes Penitenciaria
INFOPEN - Junho de 2014. Disponivel em: < https://www.justica.gov.br/news/mj-divulgara-novo-relatorio-do-
infopen-nesta-terca-feira/relatorio-depen-versao-web.pdf> Acesso em: 22 Out 2021

164 DEPARTAMENTO PENITENCIARIO FEDERAL. Levantamento Nacional de Informagdes Penitenciarias
- SISDEPEN. Disponivel em:
https://app.powerbi.com/view?r=eyJrljoiZTU2MzVhNWYtMzBKNiOONzJIL THOWItZjYwY 2EXZjBiMWNmIi
widCI6ImViMDkwNDIWLTQONGMtNDNMNy05MWYyYL TRIOGRhNmMJIMZThIMSJ9> Acesso em 03 Agosto
2021

165 ZUREK, Elia. Settler Colonialism, Neoliberalism and Cyber Surveillance: The Case of Israel. Middle East
Critique, 2020.

166 SANTANA, A. P. J.. Parcerias PUblico-Privadas no sistema prisional: modulagGes de controle e expansédo de
encarceramentos. In: XI Congresso Luso Afro Brasileiro de Ciéncias Sociais, 2011, Salvador. Anais eletrénicos
[recurso eletrdnico] [do] XI Congresso Luso-Afro-Brasileiro de Ciéncias Sociais, 2011.

187 DAVIS, Angela. Estaréo as prisdes obsoletas? Difiel, Rio Janeiro, 2019, p. 91-93
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prisGes e casas correcionais. Na Otica desse conceito apontada para o contexto estadunidense,
h& um foco no modo como trabalho prisional se torna uma fonte de lucro a partir da exploragdo
de uma méo de obra barata, mas é importante tracar que ha no sistema carcerario, um amplo
espaco para exploracdo: administracdo carceraria, alimentacdo, iluminagdo, seguranca,
telefonia e em especial, dispositivos para o auxilio no monitoramento. A prisdo, as praticas de
terror que permitem sua existéncia, além das dindmicas de racializacdo que a reproduzem sao
fontes de lucro dentro do neoliberalismo, em uma versdo atualizada da transformacéo da logica

mercadologica do trafico negreiro.

Nesse contexto, diante do racismo como elemento estruturante do Estado e da sociedade
brasileira e a ascensdo da racionalidade neoliberal no modo de produzir novas e adaptar velhas
formas de vigilancia, monitoramento e repressdo, assistimos no contexto do p06s-1988, a
expansdo das agéncias policiais e militares no Brasil. Mas precisamos refletir, tendo em vista
0s objetivos dessa dissertacdo, como tecnologias de vigilancia adentram nesse cenario para
auxiliar esse processo de expansdo, atentando para o contetdo racial dessas, assim como elas

também se associam a racionalidade neoliberal.

1.4.2. Tecnologias de vigilancia, agéncias policiais a e expansdo do terror em tempos de

democracia

1.4.2.1. Territorios enclausurados

Uma das expressdes mais significativas do terror racial mantido no seio da Democracia
Cidada é o modo como agéncias policiais avancaram sobre 0s territérios negros nas cidades
brasileiras, 0 que ganhara destaque com a racionalidade neoliberal. Essa expressdo tem duas
tbnicas: uma temporaria com operac@es policiais e intervencdes marcadas pela brutalidade
policial em abordagens ou até mesmo chacinas; por outro lado, temos instrumentos
permanentes de terror como a implantacdo de bases policiais sob 0 mantra do policiamento.
Nesse contexto, compreendemos ser necessario refletir como essas ldgicas se associam a
vigilancia racializadora, assim como marcaram o atravessamento do terror racial no descrito

Estado Democratico de Direito.

Ao abordar o regime militar, apontamos como ‘“batidas” policiais eram praticas
rotineiras que manifestavam uma logica de brutaliza¢éo do cotidiano de bairros e comunidades

negras, algo que ndo serd modificado nesse contexto do p0s-88. Um dos mais marcantes
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exemplos desse contexto foi a “Chacina do Cabula”®® como foi denominada uma agéo da
Policia Militar no bairro do Cabula em Salvador, no dia 06 de fevereiro de 2015 que deixou 12
jovens, homens negros de idade entre 16 e 27 anos mortos e até o presente momento, nao houve
solucdo dada pelo Estado. O caso foi denunciado tanto na Justica Brasileira, mas também na
OrganizacGes das NacOes Unidas (ONU) e na Organizacdo dos Estados Americanos (OEA) e
foi uma expresséo do terror racial perpetuado na Bahia com o0s sete anos que ja se registram
sem solucBes, uma amostra da falta de interesse das agéncias estatais em modificar esse ethos.
E marcante que esse evento aconteca em meio ao periodo que estamos abordando nesse topico,
um de suposta modernizacéo e atualizacdo tecnoldgica da seguranca publica na Bahia e aponta
para como esse processo existe em consonéancia com o terror perpetuado pelas agéncias
policiais. A frase do governador Rui Costa em reagio a chacina, “E como um artilheiro em
frente ao gol”1® talvez expresse essa interconexo entre novas tecnologias de monitoramento e
o terror racial, com os novos artefatos que atualizam a arquitetura de vigilancia sirvam para

auxiliar os artilheiros do Estado.

Talvez nada mais expresse 0 modo como acles policiais em territdérios negros
expressam o terror racial seja a situacdo da Acao de Descumprimento de Preceito Fundamental
n. 6351°. A acdo foi proposta pelo Partido Socialista Brasileiro (PSB) em busca de uma série
de medidas para reducdo da letalidade policial no Estado do Rio de Janeiro. Aqui destacamos
a decisdo tomada em sede de medida cautelar para proibicdo de operacdes policiais em
comunidades do Rio de Janeiro durante a epidemia COVID-19, expondo como existe uma
necessidade de intervencdo do Judiciario para mitigar os efeitos da violéncia policial em

espacos de vivéncia da populacdo negra.

Uma das expressoes dessa logica serdo as abordagens policiais, ou seja, quando agentes
do Estado param uma pessoa que estd circulando para averiguacdo. A pesquisa “N Negro
trauma: racismo e abordagem no Rio de Janeiro”, editada em 2022, apontou que na cidade do
Rio Janeiro, 68% das pessoas abordadas nas ruas e 71% daquelas no transporte publico séo

negras, sendo o percentual de pessoas negras na cidade de 48%. Na pesquisa, foi constatado

1688 RIBEIRO, Thi. Chacina do Cabula: ato em memédria aos 12. Agéncia de Noticias das Favelas, 06 Fevereiro
de 2022. Disponivel em:< https://www.anf.org.br/chacina-do-cabula-ato-em-memoria-aos-12/> Acesso em: 15
Junho 2022

169 CORREIO 24 HORAS. E como um artilheiro em frente ao gol', diz Rui Costa sobre a¢do da PM com doze
mortos no Cabula. Correios, 06 Fevereiro 2015. Disponivel em:<
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da-pm-com-doze-mortos-no-cabula/> Acesso em: 15 Junho 2022.
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que, houve ameagca ou intimidacdo em 23% das abordagens, a0 mesmo tempo que foi informado
que os policiais apontaram arma para a pessoa abordada em 28% dos casos.’* Os dados
demonstram que as abordagens que alimentam o sistema penal sdo racialmente informadas e

sdo efetuadas de forma violenta.

Como explica a autora da pesquisa, Silvia Ramos, a abordagem representa a entrada da
pessoa no circuito penal, a partir dali podendo ser preso em flagrante, ser levado a delegacia, a
Justica Criminal e a penitenciéria.}’? Sdo atos de vigilancia por exceléncia pois se caracterizam
como um ato de observacao e acdo por agentes do Estado que atraves dessas agcfes mantém o
controle do territorio através dos aparelhos repressivos. A predominancia de pessoas negras
como clientela das abordagens policiais, assim como a violéncia perpetuada nessas ocorréncias,
expressam como as abordagens policiais entram no repertorio de técnicas associadas a
vigilancia racializadora. O que queremos dizer com isso € que as abordagens policiais ao se
tornarem experiéncias cada vez mais comuns para pessoas negras, torna-se em sim atos que
reafirmam a conex&o operada entre criminalidade e negritude. Suspeito a ser abordado se torna

um sinénimo de ser negro

Por outro lado, para além dessas intervencgdes, nds também precisamos abordar modos
mais permanentes de intervencdo policial em territdrios negros que acabam por reafirmar o
terror racial e a racializacdo por vigilancia. Uma manifestacdo disso é o policiamento
comunitario, um modelo de policia que tem como elementos béasicos a parceria com a
comunidade e a resolucao de problemas que afetam o cidad&o, sendo uma ruptura com o modelo
de policiamento militarizado. Nesse sentido, acontece uma expansao da policia como gestora
social, no qual toda situacdo que represente uma deterioracao da qualidade de vida dos cidadéos,
também representa um problema penal. Como descreve Melo, o policiamento comunitério é
filiado a modelos criminologicos baseado na “escolha” e no “controle”, reafirmando o ethos

neoliberal do prisma do individualismo e de uma suposta liberdade. 173

A integracdo desse modelo de policiamento com o carater antinegro do Estado

Brasileiro potencializa a capacidade de agéncias policiais atuarem nos territorios negros em

11 RAMOS, Silva. Negro trauma: racismo e abordagem no Rio de Janeiro. CESeC, Rio de Janeiro, 2022.

12 RAMOS, Silviaem NTAHARA, Akemi. Pesquisa aponta aumento do racismo nas abordagens policiais no Rio.
Agéncia Brasil, Rio de Janeiro, 15 Fevereiro 2022. Disponivel em:< https://agenciabrasil.ebc.com.br/direitos-
humanos/noticia/2022-02/pesquisa-aponta-aumento-do-racismo-nas-abordagens-policiais-no-rio> Acesso em: 31
Margo 2022

13 MELO, Thiago de Souza. Policiamento comunitario no Rio de Janeiro: Uma estratégia de ampliagdo do
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Universidade Federal Fluminense, Niterdi, 2009.
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total disparidade com territorios habitados predominantemente pela populag¢do branca. Em sua
pesquisa sobre racismo e suspeita policial na cidade de Salvador ao final da década de 1990,
Dayane Britto Reis!’* contrasta a atuacdo entre a Policia Militar em bairros nobres e de baixa-
renda, inclusive indicando as diferencas na remuneracao, qualificacdo e tratamento dos agentes
atuando nos diferentes territorios. Constata-se que existem duas corporagdes, uma reafirmando
cidadania e o proprio discurso de uma policia para os tempos do Estado Democrético de Direito
e outra que age pela brutalizacdo fundada na suspeita policial historicamente construida, o que
faz a autora descrever o policiamento comunitario como uma filosofia utdpica. Importante
também dispor que a forma truculenta que a policia historicamente age, especialmente em face
de pessoas negras e nas comunidades mais pobres ndao é incompativel com o modelo. Ao
abordar o belicismo tradicional das agencias policiais no Brasil, Melo'™® destaca como este

acoplado ao modelo, destacando também sua associacdo a racionalidade neoliberal:

Ndo h4, portanto, incompatibilidade entre o policiamento comunitario e o
belicismo da policia tradicional, ambos os modelos estdo acoplados, em um
mundo dominado pelo fetichismo consumista, a uma cultura do controle embasada
na crenga de que a prevencéo da criminalidade é fruto das a¢des policiais e ndo de
reformas sociais. O policiamento comunitario funciona como uma estrutura
acessoria do modelo profissional de policia, neutralizando os inimigos internos
infiltrados nos bairros pobres (guetos involuntérios). Nos bairros nobres, o
policiamento comunitario age com brandura, protegendo sua seleta clientela de
classe média e ricos dos inimigos externos infiltrados em seu territério (guetos
voluntarios)7

A configuracdo do policiamento comunitario expressa o fenémeno da vigilancia
racializadora de forma multifacetada. Em primeiro lugar, ao transfigurar todos os problemas
sociais em questdes que a policia deve estar envolvida, 0 modelo acaba por potencializar a
capacidade de observacdo e monitoramento das agéncias de repressdo do pais. A combinacgéo
entre essa expansao e o modo de atuacdo diferencial em territorio e grupos sociais diferentes
permite que as agéncias policiais reproduzam as fronteiras raciais através da brutalizacdo de
certos espagos em oposi¢do a outros, reafirmando através da forma de interagir com diferentes
comunidades o marcador “raga”. A vigilancia racializadora estd aqui presente no modo como
bairros de predominancia negra e de baixa renda serdo atingidos por casos de violéncia policial

em maior escala de bairros mais ricos e com predominancia de pessoas brancas.

174 REIS, Dyane Brito. O Racismo na Determinacgdo da Suspeicdo Policial: A construcdo social do suspeito.
Dissertagdo de Mestrado, Salvador, FFCH-UFBA, 2001a.

15 MELO, 2009, p. 132

176 1dem. Ibidem. loc. cit.



73

Uma das expressdes mais definitivas desse controle diferencial dos territorios seja a
implantacdo de verdadeiras bases militares como as Unidades de Policia Pacificadora (UPPS)
no Rio de Janeiro e as Bases Comunitarias de Seguranca (BCSs) na Bahia. Em sua reflexéo
sobre as UPPs, Denilson Aradjo Oliveiral’’ indica que as estruturas reafirmam um ethos de
civilizador/evangelizador que era imposto aos povos indigenas durante o periodo colonial,
marcado por uma pulsdo dupla de excluséo e tutela para o exercicio do dominio sobre terras e
mentes. A entrada da policia através da implantacdo desse Unidades era entendida como a
“pacificacao” de um espago que tem como predominancia pessoas negras com o elemento
“criminalidade” constando como o alvo dessa atualizada missdo civilizadora. Novamente, fica
expressivo como a vigilancia racializadora materializa-se nessa operabilidade, com a
“criminalidade”, especialmente o rétulo do “trafico de drogas™ sendo associados a comunidades
negras e sendo reafirmado por um instrumento arquitetdnico que auxilia a gerenciar o controle

sobre aquele territorio.

Interessante dispor como nessa atualizada colonizacgéo/racializagdo, o ganho econémico
também aparece sob a forma da especulacdo imobiliaria. Como explica Oliveiral’®, as areas
ditas pacificadas transformadas em espacos de especulacdo imobiliaria, configurando a
atualizacdo do carater colonial que conjuga politicas de morte para a populagdo negra (necro) e
uma potencializagdo da segregagdo para criagdo de “espagos luminosos” para turistas (bio). Na
escravatura, a vigilancia racializadora auxiliou a transfiguracdo Outro em corpo-mercadoria,
aqui ela surge sob a direcdo da racionalidade neoliberal em determinar territérios a serem

expropriados, com a “criminalidade” como uma rotulagdo aliada.

Mais localizada no contexto dessa dissertagao esta a analise realizada por Lais Avelar’
sobre a implantagdo das Bases Comunitarias de Seguranca na cidade de Salvador, focando no
Grande Nordeste de Amaralina, um complexo de comunidades negras na cidade. Um dos
pontos importantes trazidos por Avelar € 0 modo como as Bases sdo pontos de gerenciamento
da operacionalidade policial dispostas em espacos de alta criminalidade violenta, o que reafirma
0s processos de criminalizagdo da populacdo negra que, como argumentamos anteriormente,

estdo associados a processos de vigilancia racializadora e ao uso de tecnologias biométricas.

7 OLIVEIRA, Denilson Aratjo de Oliveira. Gest&o Racista e Necropolitica do Espaco Urbano: Apontamento
tedrico e politico sobre o genocidio da juventude negra na cidade do Rio de Janeiro, 2015.

178 |dem. lbidem.

179 AVELAR, Lais da Silva. “O Pacto Pela Vida, Aqui, é o Pacto Pela Morte!”: O controle racializado das bases
comunitarias de seguranca pelas narrativas de jovens do Grande Nordeste de Amaralina. Dissertagdo de Mestrado.
Universidade de Brasilia, 2016.
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Um ponto relevante aqui é como essa logica esta associada a um artefato arquitetdnico, uma
estrutura militar de monitoramento e repressdo que coaduna vigilancia racializadora com
controle territorial de espacos de vivéncia negra. Importante a observacao da autora em relagédo

a escolhas de bairros para recebimento desses artefatos:

Aqui, chamo atencdo mais uma vez para como, ao analisar os bairros que ja receberam
estas estruturas fica evidente a concentracdo destas em localidades segregadas e de
concentracdo da populacdo negra - Calabar, Fazenda Coutos, Bairro da paz, Itinga,
Chapada do Rio Vermelho, Santa Cruz, Nordeste de Amaralina, Rio Sena, Séao
Caetano, Uruguai, Aguas Claras. Tanto o discurso oficial parece confundir
“criminalidade” com negritude, como também, a escolha confirma a permanéncia da
seletividade de politicas de seguranca publica que miram de forma diferenciada os
corpos e territdrios racialmente demarcados e ignoram outras regifes da cidade onde
as taxas de violéncia poderiam justificar acdes similares, desde que ndo fossem
nucleos populacionais de maioria branca. &

A descricgdo realizada por Lais Avelar da localiza¢do da base e da atuacao dos policiais
reafirmam esse carater de artefato arquiteténico de vigilancia e terror. Como descreve a autora
em relacdo a BCS no Nordeste de Amaralina, esta foi instalada no que era o Centro Social
Urbano do bairro, expressando o ethos do policiamento comunitario de transformar todos os
assuntos da vida social em algo que interessa as forcas policiais. No relato, a autora destaca a
localizacdo estratégica da base, que se situa em um local alto do territério, de forma a
possibilitar a observacdo de todo o territorio. Nesse sentido'®, o artefato permite uma
capacidade de observacgéo de todo o bairro, em um modelo de funcionamento que expressa a
continuidade do ethos de observagdo do navio negreiro descrito por Browne e a que nos

referimos anteriormente.

Esse € um elemento especifico da Base do Grande Nordeste de Amaralina que mostra
como a localizagdo desse instrumento arquitetbnico pode auxiliar tanto na observacdo e
monitoramento do territério, assim como auxiliar operacionalmente acGes violenta contra
moradores. No entanto, isso ndo é a regra das bases policiais, tendo em vista o caso das UPPs
que tiveram a maioria dessas unidades implantadas em entradas de comunidades ou em via de
circulacdo, mas demonstrando uma possibilidade similar de controle ocular do territorio. O
importante é traca que essas unidades de repressao reafirmam as logicas de controle atualizadas

desde a escravidao e utilizam sua localizagdo no territdrio negra abordagens violentas, abusos

180 AVELAR, 2016, p. 60
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corporais e verbais. S8o descritas também o exercicio de vigilancia no modo como agentes
policiais transitam pelo bairro, seja na circulagdo frequente de viaturas ou de agentes portando
armamento pesado, inscrevendo naquele territorio uma ameaca constante da violéncia gratuita.
Lais Avelar descreve esse repertorio como uma “desumanizacao semeada, todos os dias”, que
podemos apontar aqui como a pratica cotidiana de produzir racializacgdo como meio de

subjugacdo, como vigilancia racializadora.
1.4.2.2. Um caso especifico: ldentidades na Intervencdo Federal do Rio de Janeiro

Um episddio que nos ajuda visualizar essa interconexdo entre controle territorial de
espagos negros pelas agéncias repressivas e a vigilancia racializadora aconteceu durante a
Intervencdo Federal militar no Rio Janeiro durante 320 dias no ano de 2018. Em termos gerais,
a intervencdo foi uma acao do governo federal na area de seguranca publica no Rio de Janeiro
no qual foi designado um general do Exército para comandar diretamente as policias estaduais
e a administracdo penitenciaria carioca entre 16 de fevereiro e 31 de dezembro de 2018. A
intervencdo em si, com uma excecdo a ordem constitucional, expressou a manuten¢do dos

militares na vida politica do pais, em um sinal para nio ruptura com o legado ditatorial.?

Como jé dito, a intervencao federal representou a continuidade do elemento militar no
dia a dia da vida politica brasileira, mas em especial, expressou o controle de territérios negros
através da violéncia policial. Em relatério elaborado pelo Observatério da Intervencdo mantido
pelo Centro de Estudos de Seguranca e Cidadania, Pablo Nunes aponta que apesar de ter no seu
discurso a resolucdo dos problemas de seguranca publica no Rio de Janeiro, a intervencao foi
marcada por uma queda de apenas 1,7% no nimero de pessoas que morreram de forma violenta

no Estado em relacdo ao ano anterior.'3

N&o € nosso objetivo aqui realizar uma analise detalhada da intervencao federal, mas
um episddio chama atencdo no que diz respeito a praticas de identificacdo e monitoramento.
Em operacédo deflagrada nas comunidades da Villa Kennedy, Vila Alianga e Coreia na Zona
Oeste do Rio Janeiro, em 23 de Fevereiro de 2018, os militares das Forgas Armadas retiraram
fotos de moradores com seus documentos com objetivo declarado de checar antecedentes

militares. Segundo o Comando Militar do Leste, o procedimento ja foi realizado em outras

182 RAMOS, Silva. Observatorio da Intervenc&o. Centro de Estudos e Seguranca e Cidadania, 2019. Disponivel
em:< https://cesecseguranca.com.br/projeto/observatorio-da-intervencao/> Acesso 02 Novembro 2022

183 NUNES, Pablo. 320 dias de intervengdo em ndmeros. IN: Intervengao federal — um modelo para ndo copiar.
Centro de Estudos de Seguranca e Cidadania, Observatério da Intervencdo, 2019, p. 4-11. Disponivel em:<
https://drive.google.com/file/d/1QI8bwWWsGllautm_Dz4f-fcFOQwCcQMY /view> Acesso em: 02 Novembro
2022.
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ocasides e teria amparo juridico no decreto de Garantia da Lei e da Ordem assinado pelo entdo
presidente Michel Temer em junho de 2017 e que estaria sendo realizada conforme o Codigo
de Processo Penal, baseando-se em fundada suspeita em casos especificos. Em contraposi¢édo
as declaracbes das Forcas Armadas, a Defensoria Publica do Rio de Janeiro apontou que o
procedimento estaria sendo realizado de forma generalizada, transformando toda a comunidade

em um territdrio suspeito.'8

A situacdo descrita demonstra como a fotografia continua a ser utilizada como
biométrica de identificacdo e rotulacéo criminal, no modo como policiais, ou no caso, militares,
a utilizam na determinagio de quem ¢é ‘criminoso” e quem ¢é “inocente”. E uma pratica de
vigilancia que revalida o rétulo criminal que é imposto a certos grupos sociais e diante do
territorio escolhido — as favelas cariocas, comunidades predominantemente negras -, essa logica
esta indissociavel de préticas de racializagdo, algo que ndo se distancia do uso da fotografia
para o Bertillon. Tendo citado o criador da antropometria, ndo deixa de relevante mencionar
gue temos aqui uma possibilidade perigosa de criacdo de bancos de dados biométricos — 0
registro visual do rosto — com suporte tecnoldgico de telefones celulares com camera, através
de possivel armazenamento das fotos. Ao ser questionado sobre o que aconteceria com as
fotografias tiradas, o Comando Militar informou que a ordem era que 0s arquivos deveriam

excluidos, mas ndo apresentou nenhuma evidencia que confirme essa informacéo.

Agentes do Estado fotografando moradores a os ordenando a posarem com suas
carteiras de identidade em méos também sdo um ponto de destaque. Aqui vemos uma inversdo
expressiva da relacdo do Estado com seus cidaddos, em espacos que foram definidos como
“zona do ndo-ser”, no qual o documento utilizado para garantir direitos e deveres se torna um
aliado da arquitetura de vigilancia que busca selecionar aqueles que sdo marcados como
“criminosos”. O potencial uso da identidade como meio de tentar se livrar da violéncia do
Estado, de tentar sobreviver encontros que podem terminar em execucdes sumaria, é convertido

em parte do complexo biométrico de vigilancia racializadora.

Por fim, destaca-se que essas praticas de checagem serem generalizadas transfiguram o
préprio territério como um elemento suspeito, como a Defensoria Publica do Rio de Janeiro
assinalou. A burocracia da vigilancia em territérios negros tem a possibilidade de realizar

formas de checagem generalizada e sem preocupacdo com os direitos e garantias fundamentais

184 SATRIANO, Nicolas. Militares tiram fotos de moradores de favelas do Rio e de seus documentos. G1, Rio de
Janeiro, 23 Fevereiro 2018. Disponivel em:< https://g1.globo.com/rj/rio-de-janeiro/noticia/militares-tiram-fotos-
de-moradores-de-favelas-do-rio-para-checar-antecedentes.ghtml> Acesso em: 02 Novembro 2022
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consagrados pelo texto constitucional, algo somente possivel porque historicamente esses
espacos foram configurados possiveis de se aplicar a violéncia total. Aqui € perceptivel como
aracializacdo por vigilancia conecta-se com o controle do espaco territorial através das agéncias

de repressao do Estado.

O mesmo Rio de Janeiro do relato assistiu no inicio dos anos 2000 0 Movimento “Posso
Me Identificar” que oriundo de comunidades de favelas e periferias do estado em reacdo a uma
série de assassinatos por agentes policiais nesses territorios. O movimento defendia uma
reestruturagdo da politica de seguranca publica que levasse ao fim da violéncia estrutural de
forma a garantir os direitos fundamentais garantidos pela Constituigdo Federal. Mas situacgdes
como a do relato na Intervencdo Federal apontam como o proprio “ato de se identificar” ¢é
transfigurado e invertido para ser parte dos procedimentos que compfe a arquitetura de
vigilancia, seja na busca daqueles ja rotulados pelo Estado nesses territorios, mas também no
armazenamento de informacdes e dados biométricos dessas populagdes.

Esse modo de atuacdo valida a compreensdo que a vigilancia racializadora e o terror
racial esta em permanéncia no contexto pds-88 e que ele se mostra em agdes de controle
territério como a Intervencdo Federal. Registro facial é operado pelas agéncias de repressao
através de celulares telefonicos, demonstrando a atualizacdo tecnoldgica do complexo
biométrico de vigilancia racializadora. Mas o uso de fotografias e registros corporais no

contexto da Constituicdo Cidada ndo acaba por aqui, COmo veremos a seguir.

1.4.2.3. Reconhecimento fotogréafico, tatuagens e descri¢des na identificacdo criminal

Em relatério de pesquisa do Laboratério de Estudos sobre Crime e Sociedade
(LASSOS) % foram estudados prontuarios de presos provisorios de Salvador/Bahia que
procuravam identificar “sinais particulares”, como tatuagens e cicatrizes, com pouca
preocupacdo em buscar identificacdo dos internos como cidadaos. Nesses processos, registros
de identificacdo como Registro Geral (RG), o Cadastro de Pessoas Fisicas (CPF) e a Certidao
de Nascimento ficam omissos, apesar de serem marcadores oficiais da condi¢do de cidadania
em face do Estado Brasileiro. Buscar identificar as pessoas privadas de liberdade a partir dos
Seus corpos expressa como as biometricas estdo sendo utilizadas de forma a negar a condicao

de cidaddo para as pessoas encarceradas, seja no campo da intencionalidade ou pelas raz6es

185 | OURENCGO, et al. Dispositivo de monitoramento e prisdo: um estudo dos prontuarios de uma unidade
destinada a presos provisorios, Salvador/BA (2017-2019). Relatdrio de Pesquisa, Laboratério de Estudos sobre
Crime e Sociedade, UFBA, Salvador, 2019.
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estruturais existentes na sociedade, que cria uma serie de obstaculos para a populacdo negra —
que é a maioria das pessoas com prontuarios estudados®®®. Para os autores do relatorio, essa
pratica pode ser entendida como uma heranca do paradigma biopsicossocial da criminologia
positivista:
Contudo, nos prontuarios, contudo, observa-se que a preocupacao e a associa¢do entre
identificacdo e tatuagens parece reforcar a hipétese de uma heranca da escola
positivista da criminologia ainda presente entre os operadores das prisdes baianas.
Esse achado mostra que as ideias do séc. XIX de Cesare Lombroso e seu determinismo
atavico e corporal dos individuos propensos ao crime parece ainda ser plausivel nas

prisdes. Tais registros também estéo presentes nas folhas de identificacdo usadas pela
policia conforme pudemos constatar através de alguns prontuérios.®’

Na onda de usar o corpo como um identificador para as agéncias policiais, a Policia
Militar do Estado da Bahia tem a Cartilha de Orientacdo Policial Tatuagens: Desvendando
Segredos!®. Idealizada pelo Tenente José Lazaro da Silva, instrutor da Academia da PMBA e
especialista em Prevencédo da Violéncia, o documento tem como objetivo conter informacGes
sobre tatuagens, especialmente aquelas nas pessoas identificadas como criminosos, e ajudar nos
processos de identificacdo. A confeccdo da cartilha sé foi possivel a partir de uma operacédo de
vigilancia com a coleta de 30 mil fotos e documentos em vérias instituicdes do sistema de justica
criminal. O documento tem fotos das tatuagens em corpos de pessoas criminalizadas, com a
definicdo da tatuagem e o que significaria — conduta delituosa, faccdo em que seria pertencente
ou o perfil da pessoa —, sendo ao mesmo tempo um verdadeiro banco de dados e instrumento

pedagdgico de como promover vigilancia.

Outra marca da permanéncia das biométricas e o papel da vigilancia racializadora é a
identificacdo criminal por reconhecimento fotografico. O processo de identificacdo da pessoa
acusada da pratica de um delito é previsto no Cddigo de Processo Penal como uma das
providéncias imediatas a serem realizadas pela autoridade policial, no seu artigo 6, inciso VIII.
O reconhecimento feito por foto acontece quando agentes utilizam instrumentos fotogréaficos,
a exemplo de “dlbuns de fotografia” ou fotos especificas para que a vitima ou alguma
testemunha identifique quem seria a pessoa que supostamente cometeu a conduta.
Juridicamente, esse procedimento seria um reconhecimento indireto — que n&o conta ainda

regulamentacéo legal no pais - e como elemento processual, configuraria apenas um indicio.

18 pelos dados apresentados pela pesquisa, 90,6% dos prontuérios identificam as pessoas como negras O
(negros/prados) enquanto 9,4% identificados como ndo-brancos (brancos e amarelos)

187 LOURENCO, et al. op. cit., p. 13

188 SILVA, Alden. José Lazaro da. Tatuagem: desvendando segredos. Salvador, Magic Grafica, 2011.
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O uso do reconhecimento fotografico tem se mostrado uma pratica que expande as
garras do sistema penal para a populagdo negra. Em relatério produzido pela Defensoria Publica
do Rio de Janeiro (DPRJ) e o Colégio Nacional de Defensores Publicos Gerais (CONDEGE),
foram realizadas 90 prisdes descritas como “injustas’ através da utilizagdao de reconhecimentos
indiretos, sendo que das 79 prisdes que continham informacao sobre a raga dos acusados, 81%
eram pessoas negras. Observa-se que em muitos dos casos, houve absolvi¢do, mas como aponta
a Coordenadora de Defesa Criminal da DPRJ, Lucia Helena Barros, essas pessoas ainda foram
mantidas presas provisoriamente, sendo vitimas de graves violacdes de direitos humanos e das

suas garantias individuais.*®

Em reportagem para a revista Piaui'®®, a jornalista Hellen Guimaraes explorou alguns
desses casos de pessoas negras que foram presas por engano. Um dos casos é de Jefferson
Pereira da Silva, 29 anos, que ao ir ao seu antigo emprego em um shopping na Zona Leste do
Rio de Janeiro para receber um valor remanescente, acabou se deparando com viaturas de
policia e foi preso. O motivo da prisdo foi o reconhecimento fotografico realizado por meio de
uma foto 3x4 de quinze anos atras, reconhecendo-o injustamente como autor de um roubo.
Jefferson ficou seis dias presos até ter concedido um habeas corpus e até o tempo da
reportagem, e ainda tinha de voltar para a delegacia mensalmente. Nesse sentido, a fotografia é
utilizada como uma tecnologia que captura pessoas negras, tendo cometidos condutas

criminalizadas ou ndo, para dentro do sistema penal, mesmo ap6s poderem sair das celas.

Nesse sentido, o reconhecimento fotografico acaba se tornando uma préatica de
vigilancia que reafirma o meio carcerario como o espago destinado para pessoas negras. E, a
cada identificacdo, reafirma-se a conexao entre o signo da criminalidade e da negritude, o ponto
fundamental da vigilancia racializadora ap6s a abolicdo da escravatura. Expondo essa
problematica, em 31 de agosto de 2021, o Conselho Nacional de Justica instituiu um Grupo de
Trabalho para realizar estudos e elaborar propostas para regulamentar o reconhecimento pessoal
e de evitar a prisdo de inocentes. %! No entanto, mesmo que se resolva a questio das prisdes

classificadas injustas, a tecnologia da fotografia pode continuar sendo um instrumento de

18 DEFENSORIA PUBLICA DO ESTADO DO RIO DE JANEIRO. Relatério apontam falhas em prisdes apos
reconhecimento  fotogréfico. Defensoria Pdblica do RJ, 24 Fev 201. Disponivel em:
https://defensoria.rj.def.br/noticia/detalhes/11088-Relatorios-apontam-falhas-em-prisoes-apos-reconhecimento-
fotografico> Acesso em: 03 Set 2021

19 GUIMARAES, Hellen. Nos erros de reconhecimento facial, um “caso isolado™ atras do outro.- questdes de
racismo estrutural. Piaui 24 set. 2021. Disponivel em:https://piaui.folha.uol.com.br/nos-erros-de-reconhecimento-
facial-um-caso-isolado-atras-do-outro/ Acesso em: 09 Outubro 2021

191 CONSELHO NACIONAL DE JUSTICA, Portaria n. 209, de 31 de Agosto de 2021. Disponivel em:
https://atos.cnj.jus.br/files/original12581520210901612f78e70aada.pdf Acesso em: 03 de Setembro de 2021



https://defensoria.rj.def.br/noticia/detalhes/11088-Relatorios-apontam-falhas-em-prisoes-apos-reconhecimento-fotografico
https://defensoria.rj.def.br/noticia/detalhes/11088-Relatorios-apontam-falhas-em-prisoes-apos-reconhecimento-fotografico
https://piaui.folha.uol.com.br/nos-erros-de-reconhecimento-facial-um-caso-isolado-atras-do-outro/
https://piaui.folha.uol.com.br/nos-erros-de-reconhecimento-facial-um-caso-isolado-atras-do-outro/
https://atos.cnj.jus.br/files/original12581520210901612f78e70aada.pdf

80

reafirmacdo da negritude como signo do crime, uma antiga técnica biométrica de vigilancia

racializadora, mas ainda presente.

1.4.2.4. Tornozeleiras eletrénicas e bancos de dados genéticos.

Se o0 uso da fotografia e descricbes corporais anuncia a continuidade das velhas
biométricas, é necessario colocar que o periodo p6s-88 também sera marcado pela introducéo
de novas biométricas. E tendo em vista a inovacao tecnoldgica que caracteriza esse periodo,
essas novas biométricas terdo como elemento diferencial a possibilidade de conexBes com
sistemas computacionais. Sistemas computacionais apontam para uma modificacdo na
capacidade de integracdo, comunica¢do, armazenamento de dados e em especial, a expansédo da
capacidade de vigilancia de dispositivos biométricos. Dentro dessa l6gica, um exemplo que
expressa as caracteristicas dessa atualizagdo da arquitetura de vigilancia sdo as tornozeleiras

eletronicas.

Como explica Ricardo Campello!®?, as tornozeleiras eletronicas sdo uma forma de
monitoramento eletrdnico, no qual um dispositivo para a deteccdo a distancia é utilizado para
acompanhar os passos de um individuo ou um grupo através de georreferenciamento. Quando
pensamos em tornozeleiras eletrnicas, a ideia destes artefatos serem uma tecnologia
biométrica ndo € exatamente o que vem em mente. Mas se 0 que caracteriza uma tecnologia
biométrica é a forma como ela transforma um corpo em uma fonte de informacdes para outros,
a tornozeleira eletrénica funciona nesse sentido: ela demarca o corpo em que ela é acoplada
como um corpo monitorado e o classifica como condenado. Por um lado, ela se torna um
instrumento de monitoramento eletrénico que permite a continua observacao e definicdo de
limites, o corpo se tornando fonte de informacdes geograficas, enquanto utilizar o artefato

também se torna uma marca acoplada no corpo para todos que conseguirem ou puderem ver.

Esses artefatos s@o utilizados no sistema de justica criminal em pessoas condenadas ou
processadas nos termos da justica penal. Nesse sentido, as tornozeleiras eletrénicas funcionam
como tecnologias biométricas no modo como transformam o corpo em que estao presas na fonte
de informacdes: a) aquela pessoa é uma pessoa condenada/processada pelo Estado por condutas

criminalizadas; b) aquela pessoa estd em determinado local.

192 CAMPELLO, Ricardo Urquizas. Faces e interfaces de um dispositivo tecnopenal: o monitoramento
eletrénico de presos e presas no brasil. 2019. 206 f. Tese (Doutorado) - Faculdade de Filosofia, Letras e Ciéncias
Humanas. Universidade de S&o Paulo. S&o Paulo, 2019.
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Mais importante que isso, porém, € como as tornozeleiras também expressam o
funcionamento biométrico para fins de vigilancia racializadora. Para pessoas negras capturadas
pelo Estado antinegro, a tornozeleira eletrdnica torna-se um instrumento que reafirma os
processos de criminalizacdo e em paralelo o processo de racializacdo para subjugacdo. Thula
Pires®® reflete a tornozeleira eletrénica como uma nova versdo do ferro-quente utilizado na
escravatura, apontando o modo como esse instrumento se torna uma marca no corpo € nos
perigos advindos de utilizar tal instrumento em um contexto de forte apelo punitivo. Nesse
sentido, a tornozeleira funcionaria como um elemento a mais no processo de estigmatizacéo:
“O pelourinho contemporaneo alia o tradicional ao tecnoldgico, mantém-se o mastro e as
cordas, mas além das marcas a ferro quente, pode-se identificar o criminoso por tornozeleiras,

chips e outras inovagdes tecnolégicas.”1%

Importante colocar como a tornozeleira eletronica associasse ao neoliberalismo. Por
estarem acopladas a sistemas computadorizados, eles expressam uma integracdo maior com
meios de telecomunicacdo que permitem um monitoramento baseado no discurso de preciséo,
eficiéncia e velocidade. Esses padrdes de “qualidade” estdo intrinsicamente conectados com a
linguagem neoliberal de mercado que invade a atuacdo das agéncias a partir de uma expresséo
que relaciona “mais vigiado” com “melhor resultado”. Por outro lado, também vimos que a
racionalidade neoliberal estrutura o sistema penal para sua cada vez maior expansao sobre 0s

territorios, especialmente, as comunidades que sdo alvo.

Nessa direcdo, Campello!® indica como uma das caracteristicas fundamentais do
monitoramento eletrdnico é sua potencializacdo da capacidade do sistema penal de vigiar esses
corpos, com seus olhos adentrando nas comunidades e na prépria familia do vigiado. Mas para
além disso, o autor indica que o0 uso dessas ferramentas também se caracteriza pela elasticidade,
ou seja, pelo modo como falhas técnicas, alarmes falsos e erros de leitura levam a pessoa
monitorada a ter de voltar para a prisdo para averiguar problemas ou mesmo ser confinado
novamente devido a panes nos equipamentos.'®® O ponto fundamental aqui é como erros no
sistema eletronico néo séo fatos estranhos a funcionalidade desse modo de vigilancia, mas sim

caracteristica dessa arquitetura. Essa logica também pode ser vista no reconhecimento

198 PIRES, Thula. Do ferro quente ao monitoramento eletrénico: controle, desrespeito e expropriacdo de corpos
negros pelo Estado Brasileiro. In: Ana Luiza Pinheiro Flauzina; Felipe da Silva Freitas. (Org.). Discursos negros:
legislacéo penal, politica criminal e racismo. led.Brasilia: Brado Negro, 2015, v. 1, Versdo ndo paginada

1% PIRES, Thula, 2015, n.p.

1% CAMPELLO, 2019, p. 45

1% AUGUSTO, A. Politica e policia: cuidados, controles e penalizacdes de jovens. Rio de Janeiro: Lamparina,
2013.
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fotogréfico, no modo como o erro torna-se para fundamental da funcionalidade e que leva ao

sequestro e marcacgao de mais pessoas negras pelo aparato penal.

Mais explicita ainda do que as tornozeleiras como biométrica, temos o campo do DNA
e da identificacdo genética. Como explica Dorothy E. Roberts!®’, testes genéticos no campo da
seguranga publica foram os primeiros utilizados para testagem de suspeitos de alguma conduta
delituosa, comparando DNA encontrado na cena de crime com uma pessoa determinada.
Posteriormente, se colocou como possivel a implantacdo de bancos de dados genéticos que
pudessem ser comparados os dados forenses com os que estdo arquivados, possibilitando a
captura de uma pessoa em meio a uma lista genérica. Tratando sobre esse processo nos Estados
Unidos, Roberts aponta como essa coleta para construcdo de bancos de dados era feita.
Inicialmente, ocorreu a coleta com autores de delitos violentos, em especial, os crimes de cunho
sexual, utilizando-se do argumento da tendéncia a reincidéncia das praticas. Ao mesmo tempo,
coletar esses dados seria uma pena colateral dos que cometeram os delitos ¢ a “(...) natureza
hedionda dos seus crimes tornava-se a justificacdo para intervencdo do Estado nas suas

privacidades”!9,

O Brasil experimentou uma parecida tendéncia, mas em periodo posterior aos Estado
Unidos e a Europa. Como explicam Rodrigo Garrido e Eduardo Leal Rodrigues'®®, no Brasil,
os laboratérios de DNA forense comecaram a serem fundados a partir da década de 2000. Em
2012, entrou em vigor a Lei 12.654, alterando a Lei de Execucdo Penal (LEP) para prever a
identificacdo criminal por analise genética e a criacdo do Banco Nacional de Perfis Genéticos
(BNPG). A Lei também alterou a LEP em seu Art. 9-A, disciplinando a obrigatoriedade de
submissdo a identificacdo do perfil genético para os condenados por delitos dolosos com
violéncia grave contra pessoa, assim como 0s previstos no artigo 1 da Lei 8.072/1990 (Lei dos
Crimes Hediondos). Durante o governo do presidente Jair Bolsonaro, na gestdo do Ministério
da Justica e Seguranca Publica Sérgio Mouro, a expansao dessa fronteira biométrica genética
no sistema de justica criminal foi potencializada pela aprovagdo da Lei. 13.964/2019 que

também alterou a Lei de Execucdo Penal para prever que a exclusédo do perfil genético no banco

197 ROBERTS, Dorothy E. Collateral Consequences, Genetic Surveillance, and the New Biopolitics of Race.
Faculty Schoolarshop as Penn Law, 2011.

198 |dem. Ibidem. p. 570 Tradugéo nossa.

19 GARRIDO, Rodrigo Grazinolli, RODRIGUES, Eduardo Leal. O Banco de Perfis Genéticos Brasileiro Trés
Anos apds a Lei n® 12.654. Revista de Bioética y Derecho, nim. 35, 2015, pp. 94-107.
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de dados sO poderia ocorrer em caso de absolvicdo ou ap6s vinte anos decorridos do

cumprimento da pena®,

A problematica dos bancos de perfis genéticos expbe os grandes perigos vividos pela
populacdo negra em face a essa tecnologia que se utiliza de biométrica e sistemas
computacionais. Como explica Roberts?®?, o ponto é que a populacdo negra (assim como a
populacdo de origem latina, no contexto estadunidense) antes mesmo de estar diante desse
sistema ja vive em desvantagem no cenario da justica criminal. A assisténcia juridica deficitaria
e a estigmatizacéo a partir da incorporagao do signo do criminoso como sindénimo de negritude
potencializam a possibilidade dessa populacéo de ser vitima da falsa inefabilidade dos testes de
DNA. Para autora, o fato de mais pessoas negras serem presas— e, portanto, mais pessoas negras
fornecerem seus dados genéticos, faz com que suas familias entrem no radar do Estado,
reafirmando e cristalizando a negritude a partir do signo de vigilancia. O que a autora descreve
nessa reflexdo é exatamente o modo como a vigilancia racializadora funciona: utilizando dados
corporais para reafirmar os valores e ideologias atribuidas a raca, no caso a criminalizacdo do

povo negro. O que o DNA traz consigo, como destaca Ruha Benjamin2®

, € uma carga de
objetividade como instrumento cientifico, 0 que traz novamente a ciéncia como uma fonte de

autoridade nas hierarquias sociais

A construcdo de grandes bancos de dados para armazenamento de dados genéticos de
pessoas criminalizadas ¢ uma novidade que carrega 0 peso de uma longa histéria. Como
expomos anteriormente, as agéncias policiais, no Brasil e através do Atlantico, sempre
sonharam em construir artefatos que pudessem armazenar um conjunto de dados biométricos
gue auxiliasse nas atividades de vigilancia delas. A bertillonage e a impressao digital estavam
profundamente conectadas com essa vontade. O mundo computacional cumpre essa funcao,
mas também abre a possibilidade de transmissao de dados biométricos com um apertar de botéo,
entre diferentes 6rgaos e até mesmo Estados em parcerias e tratados para compartilhamento de

informacdes policiais.

Artefatos como a tornozeleiras, testes de DNA e bancos genéticos apontam para 0
mundo computacional como uma nova fronteira da vigilancia racializadora, demonstrando

como esse mudo terd o potencial de auxiliar na reproducao de padrdes raciais discriminatérios.

20 BRASIL. Lei 13964, de 24 de Novembro de 2019. Disponivel em:<
http://www.planalto.gov.br/ccivil_03/_at02019-2022/2019/lei/L13964.htmI> Acesso em: 31 Out 2021.

201 ROBERTS, op. cit. p. 583.

202 BENJAMIN, Ruha The Emperor’s New Genes. The ANNALS of the American Academy of Political and
Social Science, 661(1), 130-142. 2015
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A partir do mundo computacional, possibilita-se que préaticas de vigilancia possam ter sua
capacidade de captar e obter informagdes potencializadas. Entre essas dispositivos e
ferramentas, hd uma que se destaca, especialmente tendo em vista o objeto dessa dissertacéo,

sdo elas as cameras de videovigilancia.

1.4.2.5. Videomonitoramento

Considerando todos os aportes trazidos pela vigilancia racializadora em voga no pais, é
preciso destacar que um dos fendmenos mais importantes dos Ultimos 30 anos no que diz
respeito a essa seara € a introducdo de circuitos de videomonitoramento em larga escala. De
fato, ha uma forte relacdo entre videovigilancia e a racionalidade neoliberal caracteristica dos
nossos tempos. Em primeiro lugar, o avanco da tecnologia é um exemplo priméario de como a
vigilancia se torna uma atividade de mercado com obtencdo de lucro, algo que serd uma
caracteristica marcante das logicas de vigilancia no contexto atual, expondo como para além de

atividades de monitoramento, essa dimensao se tornou uma atividade comercial

Marta Mourdo Kanashiro?% explica como entre os anos 1990 e o inicio dos anos 2000,
0 mercado de seguranca privada tornou-se extremamente lucrativo no Brasil. Com base na
sensacdo de medo e inseguranca caracteristica dos tempos neoliberais, ha uma expansdo da
venda de cameras de monitoramento privado para casas e empresas. Em sua pesquisa, Teresa
Caldeira®®* descreve a tendéncia do século XXI nas cidades brasileiras de um processo de
enclausuramento das camadas médias e altas diante de uma sensacdo de medo e inseguranca,
um movimento que reafirma os processos de segregacao espacial caracteristicos da cidade.
Desse modo, o uso de cameras privadas em condominios fechados, residéncias da alta classe,

empresas e comeércios torna-se uma caracteristica desse novo tempo.

Por outro lado, verifica-se também o amplo uso de videomonitoramento no espaco
publico. Tendo em vista o tema dessa dissertacdo, ele é nosso foco. Ao refletir sobre o
alargamento do circuito fechado de televisdo (CCTV) do Reino Unido, Clive Norris aponta que
a difusdo desse sistema de videomonitoramento representa uma expansdo da capacidade

disciplinar do Estado, com a presente ameaca de haver uma intervencao autoritaria em face de

28 KANASHIRO Marta Mourdo Sorria, vocé esta sendo filmado: as cAmeras de monitoramento para seguranca
em Séao Paulo / Marta Mourdo Kanashiro. - - Campinas, SP: [s. n.], 2006.

204 CALDEIRA, Teresa Pires do Rio. Cidades de Muros: Crime, segregacdo e cidadania em S&o Paulo. Edusp,
Sé&o Paulo, 2000.
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qualquer ato desviante. Mais um ponto essencial do monitoramento de espagos publicos através
de cdmeras e sua associagdo com o neoliberalismo € que, como tecnologia, esta funciona de
modo a monitorar fluxos e deslocamentos, expressando na sua constru¢do o modo de controle.

Como explica Kanashiro?®®

ao estudar a instalacdo de cameras no Parque da Luz, em Séo Paulo
no projeto de requalificagdo da regido, os equipamentos funcionam coadunando logicas de
permanéncia, circulacdo e até mesmo de desaparecimento dos sujeitos que atravessam ou
convivem nesse espaco, ditando os comportamentos que sdo adequados aquele ambiente, em
uma funcao que sugere uma ldgica disciplinar, mas funciona fora das tradicionais instituicdes,

expandido as possibilidades de controle.

A videovigilancia também ira representar uma nova técnica no complexo da vigilancia
racializadora, fortalecendo a capacidade do Estado e das elites brancas em aprofundar as
hierarquias raciais. John Fiske?® indica que a videovigilancia permite que o espaco urbano seja
vigiado e que um numero extenso de informagdes seja obtido, de maneira a reafirmar o0s
processos de disciplinamento para cristalizar o que seria comportamento normal. Ao mesmo
tempo, a videovigilancia é uma ferramenta ideal também na construcdo do conceito de
anormalidade, além de localizar os individuos que se encaixam em tal conceito. Importante
tracar que, para Fiske, o racismo é um constante processador de anormalidade, no qual o negro
é 0 objeto diferente e a branquitude € definida como normalidade. Dessa maneira, as reflexdes
de Fiske sobre videovigilancia nos aproximam das abordagens sobre o papel das tecnologias
em processos de vigilancia racializadora descritos por Browne. Articulando as duas abordagens,
0 videomonitoramento seria uma tecnologia que permite um registro continuo e onipresente e
ao ser utilizado por aparatos estruturados pelo racismo e promovem constantemente processos

de racializacdo, reafirmando as fronteiras raciais no espaco publico.

A videovigilancia permite um avanco no que a fotografia ja havia iniciado: a
possibilidade de usar aimagem do corpo para categorizacdo de individuos e grupos, assim como
a criagdo e manutencdo de grandes bancos de dados. No entanto, as cameras de video
incrementam esta funcao, por se tratar de um perfil de vigilancia que se da em fluxo continuo
e de forma onipresente nos espagos publicos. Fiske 2% também nos ajuda a indicar outra

atualizagdo através da videovigilancia qual seja, no modo como esse instrumento normalmente

205 KANASHIRO, op. cit., p. 32

206 FISKE, John. Surveillance the City: Whiteness, the Black Man and Democratic Totalitarianism. Theory
Culture Society, 15, 67, 1998, p. 58.

207 FISKE, op. cit, p. 71-72
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estd associado com discursos de manutencdo da ordem e de um bem coletivo, inclusive em

detrimento da privacidade do cidadao.

Em sua pesquisa sobre a insercdo de cameras de monitoramento na regido da Luz em
S40 Paulo no inicio dos anos 2000 a Kanashiro?® reflete como a implantagdo destes artefatos
esteve aliado a um discurso de modernizacdo do espago publico, numa légica de solugdo ao
problema da violéncia e da desvalorizacdo da regido. O videomonitoramento estaria somado a
uma série de intervencdes, como reformas nas cal¢adas ou melhoria de iluminacdo publica,
criando um carater positivo que fica marcado pela frase “Sorria, vocé esta sendo filmado”. Na
mesma dire¢io Diego Coletti Oliva®®® reflete sobre a instalacio de sistema de videovigilancia
em Curitiba revela como esta inserida numa l6gica de planejamento urbano no qual o espaco
torna-se securitizado por artefatos de identificacdo, controle de circulacao e triagem através de

uma ideia de “boa gestao”.

Entretanto, como destaca Fiske?!°, esse discurso oculta as dimensdes raciais que
fundamentam a propria norma da videovigilancia e, nesse sentido, o carater antinegro que
preenche essa estrutura é absorvido pela tecnologia. Dessa forma, é preciso entender que
instrumentos de videomonitoramento expandem a hipervisibilidade do corpo negro em face dos

aparatos de vigilancia e repressdo do Estado e das elites brancas:

Comportamento negro é visto, comportamento branco ndo é, e a diferenca é somente
de cor: negritude é aquilo que é feito visivel, assim como invisibilidade é necessario
para branquitude para posicionar a mesma como de onde temos olhar e ndo para

onde devemos olhar.?!1

A videovigilancia, portanto, estabelece fronteiras raciais no territério urbano, algo
possivel de visualizar no estudo de Oliva?*? sobre o videomonitoramento em Curitiba..
Dispostas em espa¢cos mais valorizados da cidade, as caAmeras tém um papel de reafirmar a
ordenacdo social e espacial vigente e as hierarquias de classe e raca. Nessa dire¢do o autor
aponta como as cameras funcionam para promover permanéncia e mobilidade, visibilidade e
desaparecimento?'®, Em outras palavras, a videovigilancia potencializa a capacidade do aparato

e de seus operadores para definir quem pode estar em certos espagos ou ndo, reafirmando as

28 KANASHIRO, 2009, p. 65

29 OLIVA, 2013.

20 FISKE, 1998, p. 71

211 |dem. lbidem. loc. cit. Tradugdo nossa.
212 OLIVA, op. cit. p. 70-71

213 |dem. Ibidem, p. 113
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fronteiras sociais. Oliva 214 exemplifica esse poder ao indicar como jovens vestidos de acordo
com os codigos do movimento punk serdo alvos de vigilancia intensa pelos operadores, expondo
como comportamento em desacordo com o padrdo normativo é vigiado, estabelecendo uma
funcionalidade disciplinar da vigilancia. Por outro lado, o autor identifica como jovens negros
também sofrem essa observagdo intensa, mas aqui, a vigilancia assume seu carater racializador,
compreendo esses jovens como uma ameaca de carater existencial, pois ndo € o comportamento
dissociado da ordem que fundamenta o monitoramento e intervencdo e sim a condicdo da

negritude.

Aqui, compreendemaos ser importante indicar que, no que tange ao videomonitoramento,
estratégias de contra-vigilancia também podem ser utilizadas, reafirmando a tradicdo da dark
sourveillance de questionar os processos de vigilancia racializadora. Em abril de 2021, a Rede
de Protecéo e Resisténcia contra o Genocidio realizou uma intervencéo na Favela do Amor na
cidade paulista de Santo André e acompanhou a instalacdo de cAmeras em locais estratégicos
da comunidade, com objetivo de vigiar abusos policiais.?’® Também em S&o Paulo, a
organizacdo Craco Resiste tem realizado desde dezembro de 2020, o registro e coleta de videos
que expde as violéncias e abusos cometidos pela Guarda Civil Metropolitana em face de
moradores da Crackolandia.?'® Essas estratégias mostram o uso da tecnologia em um sentido
inverso, como instrumento de dendncia que interrompe as ldgicas de desumanizacao do aparato

policial-penal.

Apesar de reconhecer a importancia dessas estratégias de contra-vigilancia, é necessario
pontuar os seus limites. Linsdey Beutin?’ aponta que essa logica parte de uma ideia de
“evidéncia punitiva”, no qual se busca acabar com a brutalidade policial a partir da
responsabilizacdo dessas institui¢fes, indicando como o discurso da contra-vigilancia esta
extremamente ligado a esse paradigma. A autora critica essa perspectiva, questionando a
prépria possibilidade de imagens de brutalidade policial em face de pessoas negras funcionarem
como meios de critica ou oposi¢do a institucionalidade quando o processo de racializagao

produziu uma imagem do corpo negro torturado como o resultado de uma ameaca a ser

214 OLIVA, op. cit., p. 131

215 RAMOS, Beatriz Drague Ramos. Quando a tecnologia serve as quebradas. Bem Blogado, 13 Abril 2021.
Disponivel em: < https://bemblogado.com.br/site/quando-a-tecnologia-serve-as-quebradas/> Acesso em: 03 Set
2021.

216 CARVALHO, Igor. Cameras escondidas na Cracolandia flagram trés meses de violéncia policial; assista. Rede
Brasil Atual, 05 Abril 2021. Disponivel em:< https://www.redebrasilatual.com.br/cidadania/2021/04/cameras-
escondidas-cracolandia-tres-meses-violencia-policial/> Acesso em: 03 Set 2021.

217 BEUTIN, Lyndsey P. Racialization as a Way of Seeing: The Limits of Counter-surveillance and Police Reform.
Surveillance & Society, 2017, vol. 14, 1, p 5-20.
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combatida. Beutin também aborda o automonitoramento feito pela policia, como de cadmeras
instaladas em viaturas ou nos uniformes policiais, algo que se tornou aplicado no Brasil na

cidade de Sao Paulo?!®

. A autora questiona a possibilidade dessas imagens funcionarem para
responsabilizar institucionalmente quando essas agéncias foram construidas com base na
destruicdo e tortura de corpos negros identificados e interpretados como perigosos justamente
por tecnologias imagéticas como a fotografia e outras biométrica, além da construcdo

ideologica dos produtos audiovisuais.

Outro ponto sobre o videomonitoramento é anotado por Clive Norris?® ao vislumbrar
que as novas técnicas possibilitam o aumento da capacidade das cAmeras de interferir espaco.
Para Norris, sistemas de videovigilancia inicialmente ndo permitiam uma intervencao direta tao
eficaz devido a distancia dos operadores com as situacées, e devido ao fato de os transeuntes
serem andnimos. No entanto, conforme a tecnologia evoluiu, isso se modificou. Primeiro pela
possibilidade de gravacdo em fitas, 0 que possibilita que o proprio passado seja vigiado pelo
acesso a arquivos. Nesse ponto, a suposta anonimizacdo das pessoas que atravessam €sses
circuitos comeca a ser desconstruida. Além disso, o poder da videovigilancia é potencializado
quando as imagens sdo digitalizadas e transformadas em algoritmos, podendo ser conectadas
com bancos de dados para criar arquivos e dossiés tematicos, como relacionado com placas de

carro e de reconhecimento facial.

Um exemplo dessa técnica é o sistema Cortex utilizado pelo Governo Federal Brasileiro
através das cameras nas rodovias do pais. Tais equipamentos tém a capacidade de leitura e
reconhecimento de placas de veiculos, estando conectados a bancos de dados, como do
Ministério da Economia e a Receita Federal, possibilitando com poucos cliques encontrar
informacdes de milhdes de brasileiros. Como exposto em reportagem do The Intercept Brasil,
a utilizacdo do sistema era praticamente desconhecida até 2020, quando foi denunciada a
existéncia de um dossié com dados de centenas de militantes antifascistas no pais. No entanto,
o sistema ja foi utilizado em aplicagdes da prova do ENEM de 2018 e nas eleicdes e na Copa

América de 2019, por exemplo. Em 2020, o sistema contatava com 6 mil cameras implantadas,

218 CAMPOS, Marcio Camera na farda: nimero de mortes em acdes da PM em SP cai com tecnologia. Jornal da
Band, 14 Jun 2021. Disponivel em:< https://www.band.uol.com.br/noticias/jornal-da-band/ultimas/camera-na-
farda-numero-de-mortes-por-policiais-cai-em-sao-paulo-16359798> Acesso em: 03 Set 2021 .

219 NORRIS, Clive. From personal to digital: CCTV, the panopticon, and the technological mediation of suspicion
and social control. In: Surveillance as social sorting: privacy, risk, and digital discrimination. Routledge, New
York. 2005.
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permitindo um grau de vigilancia e possibilidade de identificagcdo de pessoas, sem autorizacdo
judicial, que expde o nada democratico status da RepUblica Federativa do Brasil.??

Ha outros modos como a videovigilancia pode se acoplar em outras tecnologias para
expandir a capacidade de observacdo do Estado e das agéncias policiais. Em fevereiro de 2018,
a Policia Militar da Bahia promoveu a implantagdo de um programa de operacao de drones
equipados com cameras no seu Grupamento Aéreo, que foram posteriormente utilizados em
grandes eventos, como os Carnavais dos anos de 2019 e 2020, expandindo o controle até para
0 espaco aéreo e expondo como o controle e a vigilancia policial podem acontecer cada vez

mais & distancia e de forma imperceptivel.

Perceber o uso cada vez maior de drones em atividades de seguranca publica pode ser
visto em si como mais um exemplo da permanéncia e intromisséo do elemento militar. Essas
maquinas nas maos de forcas de seguran¢a nos remetem muito mais ao uso em zonas de guerra
ao redor do mundo em que o apertar de um botdo torna-se um disparo de missil produzindo
dezenas ou centenas de mortes. Diante dessa realidade, parece correto afirmar que refletir sobre
vigilancia é sempre um exercicio de encontrar cenas de distopia em que se pode vislumbrar em
breve a concretizacdo do exterminio como anunciado por declara¢cdes como a do ex-governador
do Rio de Janeiro, Wilson Witzel, que advogou “mirar na cabecinha”??! de pessoas suspeitas a

partir de helicopteros.

O terror racial sempre se atualiza e aqui ndo pode ser diferente. Redes de
videomonitoramento permitem uma expansao da capacidade de monitorar do Estado para todos
0 espacos que cameras estdo implantadas. Transmissdes em tempo real e armazenamento em
bancos de dados permitem ao Estado utilizar as cameras a seu poder como instrumentos de
vigilancia em funcionamento 24 horas por dia. Acoplados a um sistema penal com repertério
de acles e alvos demarcados pelo racismo, o videomonitoramento permite o rastreamento
através da imagem em larga escala abre espaco para perseguicao e violéncia. E é nesse espaco

gue uma outra biométrica chegara: o reconhecimento facial.

220 REBELLO, Aiuri. Da Placa de Carro ao CPF: Conheca o Cdrtex, sistema de vigilancia do governo que integra
de placa de carro a dados de emprego. The Intercept, 21 Set 2020. Disponivel em:<
https://theintercept.com/2020/09/21/governo-vigilancia-cortex/> Acesso em 03 Set 2021

221 Em entrevista para o jornal O Estado de Sdo Paulo, o ex-governador Wilson Witzel defendeu que a policia
realize execucgdes de pessoas suspeitas de estarem portando armas, expondo um padrdo de expansao e explicitacdo
do terrorismo de Estado apds 2016 com a destituicio da presidenta Dilma Rousseff.
https://veja.abril.com.br/politica/wilson-witzel-a-policia-vai-mirar-na-cabecinha-e-fogo/
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2. RECONHECENDO O RECONHECIMENTO FACIAL E SEU USO EM
SEGURANCA PUBLICA POR LENTES RACIAIS

2.1. Unindo biométricas e algoritmos na definicdo de reconhecimento facial e suas

diversas aplicagoes.

O reconhecimento facial consiste em um método biométrico para deteccgéo, classificacao
e comparacdo de imagens e videos para fins de verificacdo e identificacdo de rostos, sendo o
registro visual da face o elemento corporal especifico dessa biométrica. Nina da Hora??? aponta
gue o reconhecimento facial funciona a partir de comparacéo e checagem entre uma informacéo
facial capturada por cameras e outra armazenada anteriormente em bancos de dados..
Comparando com atividades manuais, o reconhecimento facial ndo é diferente da pratica de
comparar o rosto de uma pessoa que apresenta um documento com foto ou uma busca de um
familiar em um video. O que é especifico do reconhecimento facial, € como algoritmos

computadorizados mediam essa atividade

Algoritmos sdo, como descreve Tarleton Gillespie??3, “(...) procedimentos codificados
que, com base em calculos especificos, transformam dados em resultados desejados (...)” ou
nas palavras de Ruha Benjamin, “(...) um conjunto de instrucdes, regras e calculos para resolver
problemas.”??* Em um programa de edigdo de texto, por exemplo, algoritmos permitem que ao
clicamos em certa letra no teclado, ela apareca no documento. Também coloca Gillespie®?, um
algoritmo é uma maquina sem vida e sentido até entrar em contato com um banco de dados, ou
seja, com um conjuntos de informacdes organizadas a qual o algoritmo realizara em uma tarefa.
Em um mecanismo de pesquisa de imagens, existe um banco dessas figuras a qual algoritmos

de pesquisa responderdo ao comando dado por usuarios para que certa informacao seja buscada.

O reconhecimento facial faz parte do campo da computacdo denominado Viséo
computacional, em que algoritmos s&o utilizados para tarefas engajadas com imagens e videos.
A visdo computacional € de uso cotidiano. Como explica Tarcisio Silva, este € um campo em

que “(...) busca-se fazer softwares e hardwares computacionais capazes de entender objetos,

222 DA HORA, Nina. Reconhecimento facial - Introdugdo. Nina da Hora, Setembro, 2020.Disponivelem: <
https://www.ninadahora.dev/post/reconhecimento-facial-introdu%C3%A7%C3%A30> Acesso em 05 Out 2020.
223 GILLESPIE, Tarleton. A relevancia dos algoritmos. Traducdo por Amanda Jurno. §Paréagrafo S&o Paulo,
Brasil, v. 6, n. 1, p. 95-121, jan./abr. 2018

24 BENJAMIN, Ruha. Race After Technology: Abolitionist Tools for the New Jim Code. Polity Press,
Cambridge, 2019. Versdo digital ndo paginada. Traducdo nossa.

225 GILLESPIE, op. cit. p. 97
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entidades e situagBes a partir de informagcéo visual, como imagens ou frames de video.”?%
Estamos tratando de um campo extenso, envolvendo mecanismos de busca de imagens, bancos
de fotos, filtros de Instagram, marcacéo de fotos, aplicativos utilizados para envelhecimento ou
alteracdo facial, entre outras aplicacdes. Geralmente sistemas de visdao computacional
funcionam através de aprendizagem de maquina, ou seja, no reconhecimento de um padréo

estabelecido por uma base de dados anterior, os chamados dados de treinamento.

Em visdo computacional, os dados de treinamento sdo imagens utilizadas na fase de
construgéo da ferramenta para treinar algoritmos nas tarefas objetivadas. Se um sistema de
reconhecimento de letras vai ser lancado para o mercado, ele atravessa um processo de
treinamento que ira usar as imagens do alfabeto para que no futuro possa reconhecer qualquer
registro visual daquela letra. Dentro dessa l6gica, em um sistema de reconhecimento facial, os
algoritmos aprendem a diferenciar Rosto A do Rosto B, e assim, quando ver um outro registo
visual do Rosto A, em teoria, ele se torna capaz de fazer a correspondéncia objetivada pelo seus

designers.

Para realizar essa atividade, o reconhecimento facial atravessa uma série de tarefas de
percepcdo de andlise facial autbnoma. Essas tarefas sdo a detec¢do, classificacdo, verificagdo e
a identificacdo A deteccdo depende do treinamento de algoritmos para que estes possam
localizacdo de rostos em um registro visual. Nas redes sociais, isso € essencial em publicacdo
de fotos, em que os algoritmos da empresa encontram rostos para 0 USUario marcar quem esta
naquela foto. Ha que se registrar que sistemas com problemas em algoritmos de detec¢do podem
acabar ndo conseguindo encontrar rostos, com softwares simplesmente ndo funcionando em

face daquelas pessoas. 2’

A segunda tarefa é aquela de classificacdo que tem a deteccdo como sua pré-condicao,
ja que para se classificar um rosto é necessario que ele esteja localizado em primeiro lugar. Na
classificacéo, algoritmos sdo treinados a partir por dados para conseguir realizar categorizacgoes.
Um sistema algoritmico com funcéo de classificar um registro visual pessoal em uma faixa de
idade, por exemplo, precisaria ser treinado com categorias de imagens sistematizadas conforme

as faixas de idade desejadas pelos desenvolvedores do sistema. A forma como categorias séo

26 SILVA, Tarcisio da. VISAO COMPUTACIONAL E RACISMO ALGORITMICO: BRANQUITUDE E
OPACIDADE NO APRENDIZADO DE MAQUINA. Revista da Associacdo Brasileira de Pesquisadores/as
Negros/fas (ABPN), [S.I], v. 12, n. 31, fev. 2020. ISSN 2177-2770. Disponivel em:
<https://www.abpnrevista.org.br/index.php/site/article/view/744>. Acesso em: 16 Dez. 2020.

227 BUOLAMWINI, Joy. Gender Shades: Intersectional Phenotypic and Demographic Evaluation of Face
Datasets and Gender Classifiers. Submetido no Programa de Media Arts and Sciences do Massachusetts Institute
of Technology. 2017, p. 21
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definidas em dados de treinamento é fundamental para que algoritmos possam categorizar 0s
grupos que entrem no software e problemas no processo de categorizacao e treinamento geram

sistemas falhos nessa atividade. 228

As tarefas centrais para sistemas de reconhecimento séo de verificagao e identificacdo.
A primeira consiste na pratica de conferir se duas imagens faciais sdo iguais, ou seja, confirmar
ou negar a autenticidade de um registro do rosto com aquele que esta gravado no banco de
dados. E comumente utilizado em sistemas de autorizacdo em seguranca, a exemplo de uma
identificacdo biométrica para confirmacdo da sua identidade pela comparacéo da foto do rosto
com registro armazenado no banco de dados. Em semelhante aplicacdo (e expressando como
novas tecnologias estdo em todas as dimensdes de nossas vida) estd no aplicativo de
relacionamentos Tinder que caso vocé queira ser um perfil verificado — comprovando ser a
pessoa que esta nas fotos publicadas - utiliza uma solugéo de verificacdo facial comparando sua
foto do momento com as fotos colocadas no perfil. 22° Por outro lado, a tarefa de identificagio
esta relacionada a procurar se um rosto (ou mais de um) sondado estd em um banco de imagens
ja registrado, para que esses algoritmos encontrem aquela imagem que mais corresponda e

possa, assim, confirmar uma correspondéncia.

Um sistema de reconhecimento facial funciona de tal maneira a partir de uma série de
etapas: a) localizacdo de um rosto em uma imagem, a partir da sua escala e tamanho, o retirando
do fundo do registro visual e destacando seus elementos de referéncia (olhos, nariz, boca e
contorno); b) normalizacéo da face, no qual ela é transformada em uma moldura, permitindo a
extracdo dos elementos diferenciadores entre rostos, o que permitird a correspondéncia com um
ou mais registros contidos no banco de dados; ¢) comparacdo entre rostos a partir dos pontos
referenciais de cada um, diferenciando o que entrou no sistema — aquele que foi registrado e

um video ou uma foto — com aquele rosto ja existente em um banco de dados.?

E também importante pontuar que os sistemas de reconhecimento facial comumente
operam em dois mddulos: no primeiro, o sensor responsavel pela captura dos dados biométricos

dos individuos e, em seguida, ha um mddulo comparador no qual as caracteristicas extraidas

228 |dem. Ibidem. p. 22

2% TINDER. FAQ. Perguntas Frequentes. Disponivel em:< https://www.help.tinder.com/hc/pt-
br/articles/360033058071-Como-funciona-a-verifica%C3%A7%C3%A30-por-foto-> Acesso em: 02 Margo 2022.
230 DA HORA, 2020.
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sdo processadas para gerar o nivel de comparacdo. Nesse segundo mddulo, ocorre ainda a
tomada de decisdo na qual havera a identificacéo ou verificagdo. 3!

Em um sistema de verificacdo, como na pratica de autenticacdo de uma conta em um
aplicativo, ha a comparacao da imagem apresentada pelo usuario com aquela que foi registrada
no banco de dados, confirmando assim que a pessoa que esta utilizando o software tem
autorizacdo ou nao. Em sistemas de identificacdo, busca-se em uma fotografia ou video,
encontrar aqueles rostos que tenham o nivel de confianca pré-estabelecido pelos operadores do
sistema com o0s armazenados no banco de dados. Os operadores definem uma taxa de
correspondéncia em uma certa porcentagem e 0s rostos que superem essa taxa, sera considerado
um match, ou seja, um reconhecimento positivo. Abaixo desse limite, se tem um resultado
negativo. llustrando o uso da identificacdo, temos o caso da cidade baiana de Mata de S&o Jodo
que utiliza um software de reconhecimento facial da empresa Pontold em duas escolas publicas.
O funcionamento se da pela seguinte l6gica: estudantes das escolas tiveram fotos retiradas e
inseridas no banco de dados e ao adentrarem ou sairem da escola, as cAmeras registram quem

entrou ou saiu, levando informagcéo para pais e funcionarios.?%

As aplicacdes de biometria facial sdo diversas tanto no setor privado quanto no publico.
Segundo relatério da organizacédo civil Coding Rights, elaborado pro Maria Rafaela Silva e
Joana Varon, os principais érgdos do Estado brasileiro ja utilizam ou implementam sistemas de
reconhecimento facial de forma verificar identidades para acesso em servigos publicos.? E o
exemplo do aplicativo MeuGov que utiliza a tarefa de verificacdo facial para comprovacéo da
identidade do usuério ao utilizar servicos do Governo, além de serem meios para realizacdo de
deveres dos cidadaos, tais como a prova de vida requisitada para beneficios assistenciais e
aposentadoria, utilizando dados do Tribunal Superior Eleitoral (TSE) e do Departamento
Nacional de Transito (DENATRAN).23

281 BICALHO, Gustavo Carneiro. Influéncia das Razfes Foto Antropométricas no processo de
reconhecimento facial biométrico em norma frontal em imagens digitais. Dissertacdo de Mestrado:
Universidade de Brasilia, 2018, p. 5-7

232 PEET, Charlotte. Brazil’s embrace of facial recognition worries Black communities. Rest of the World, Rio
de Janeiro, 22 Out. 2021. Disponivel em:< https://restofworld.org/2021/brazil-facial-recognition-surveillance-
black-communities/> Acesso em: 13 Fev 2022

233 SILVA, Mariah Rafaela; VARON, Joana. Reconhecimento facial no setor publico e identidades trans:
tecnopoliticas de controle e ameaca a diversidade de género em suas interseccionalidades de raca, classe e
territdrio. Rio de Janeiro: Coding Rights, 2021., p. 62.

234 MINISTERIO DA ECONOMIA. Reconhecimento facial pelo aplicativo Meu gov.br é a primeira etapa da
prova de vida dos aposentados. Governo Federal, Ministério da Economia, 24 de Agosto de 2020. Disponivel
em:< https://www.gov.br/economia/pt-br/assuntos/noticias/2020/agosto/reconhecimento-facial-pelo-aplicativo-
meu-gov-br-e-a-primeira-etapa-da-prova-de-vida-dos-aposentados> Acesso em 02 Marco 2022
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J& ilustrado pelo caso de Mata de S&o Jodo, a &rea da educacdo tem sido destaque na
promocdo de seu uso a exemplo de sua aplicagéo para marcacao de frequéncia de alunos. Em
similar aplicacdo, o Instituto Federal do Espirito Santo esta utilizando o aplicativo | Am Here
da empresa brasileira Torys que a partir do reconhecimento facial, permite a notificacdo dos

pais de que seus filhos entraram ou sairam do estabelecimento de ensino.?®

Um outro caso emblematico do uso do reconhecimento facial no Brasil foi o do Metro
de Sao Paulo, viabilizado pela concessionaria Via Quatro no final de 2018. O sistema estava
sendo utilizado para identificar as reagdes emocionais dos usuarios do transporte metroviario
em relacdo a anuncios publicitados veiculados, classificando se mostravam insatisfacéo,
surpresa ou neutralidade, além de coletar dados sobre suas idades e género. ApoOs acgdo
promovida pelo Instituto Brasileiro de Defesa do Consumidor, a empresa foi inicialmente
proibida de operar o sistema, mas em decisdo de 10 de Outubro de 2022, foi liberado o uso da

biometria facial para fins exclusivos de seguranca publica.?%

As situacdes apresentadas demonstram o uso cada vez maior do reconhecimento facial
no Brasil, em diversas areas da sociedade e nos exemplos acima podemos ver sua aplicagcdo em
situacOes de tutela de direito como previdéncia e assisténcia social, direito a educagéo,
transporte e a defesa de consumidor. Também observar como o uso da tecnologia de
reconhecimento facial envolve uma intersecdo entre o setor publico e o setor privado, algo que
analisaremos como um dos elementos mais marcantes do uso dessa tecnologia. Mas antes de
atravessar esse ponto, diante do foco dessa dissertagdo, é necessario abordar a tecnologia de
reconhecimento facial a partir de lentes raciais. Para realizar abordagem, faz-se necessario em
primeiro lugar descontruir a ideia de tecnologias computacionais e sistemas informacionais
como reconhecimento facial como neutros a dimensdes sociais e politicos como a racial, de
género, sexualidade e classe. E necessario abrir as cortinas e desconstruir o mito da neutralidade

tecnoldgica.

2.1.1. Reconhecimento facial, neutralidade tecnoldgica e injustigas algoritmicas por vieses.

235 |LOPES, Raquel. Professores do IFES realizam chamadas por reconhecimento facial. CBN Vitéria, Inovagao,
23 Outubro 2019. Disponivel em:< https://www.cbnvitoria.com.br/reportagens/professores-do-ifes-realizam-
chamadas-por-reconhecimento-facial-1019> Acesso em: 25 Novembro 2022

2% PELEGRI, Alexandre. Metré de SP recebe sinal verde da Justica para seguir com novo sistema de
monitoramento com cdmeras de reconhecimento facial. Diario do Transporte, 15 Outubro 2022. Disponivel em:<
https://diariodotransporte.com.br/2022/10/14/metro-de-sp-recebe-sinal-verde-da-justica-para-seguir-com-novo-
sistema-de-monitoramento-com-cameras-de-reconhecimento-facial/ > Acesso em 03 Novembro 2022.
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O mito da neutralidade tecnoldgica parte da concepcdo de que como sistemas
computacionais sdo baseados em logicas de abstragdo matematica, ndo haveria que se falar em
implicagdes raciais e de género nesse processo, pois algoritmos “ndo veem

237 reflete como esse discurso funciona através

raca/género/sexualidade/classe”. Ruha Benjamin
da visdo de que dispositivos computadorizados existem em um universo além do corpo e da
propria humanidade. Nesse tipo de leitura que aposta na neutralidade, os computadores sdo o
p6s-humano e pos-racial, ignorando o fardo historico da escravatura e do racismo que nega a
condicdo humana para pessoas negras. E um discurso que n&o nasce de uma crenca ingénua nas
tecnologias, sendo fruto do que Tarcisio Silva chama de dupla-opacidade das discussdes sobre
tecnologia, ou seja, 0 modo como os discursos hegemonicos ocultam 0s aspectos sociais dessas
tecnologias e suprimem debates sobre as questBes raciais, apesar da evidéncia fatica da

problematica racial no uso dessas tecnologias.

Para Benjamin?®®, essa estratégia discursiva é um elemento definidor da sua utilidade
para supremacia branca. Estd no modo como permitem a atualizacdo de hierarquias e
desigualdades, e escondem seu contetdo racialmente informado atrds do discurso de
neutralidade e perfeicdo matematica de cddigos, algoritmos e softwares, ao mesmo tempo que
estes atualizam praticas historicas de discriminacdo racial. Por isso, a socidloga destaca a
necessidade de abrirmos a “caixa Antinegra” em um deslocamento do termo Caixa Preta
utilizada por estudiosos de ciéncia e tecnologia para descrever a ocultacdo da producéo social

relacionada ao mundo tecnoldégico:

(...) eu ressignifico o termo para dar atencdo na continua antinegritude no
desenvolvimento tecnoldgico. O que eu chamo de a caixa Antinegra liga tecnologias
racialmente neutras que codificam desigualdade com as leis racialmente neutras e

politicas que servem como ferramentas poderosas para supremacia branca.?3°

Compreendemos que o Brasil seja um pais que precisa estar ainda mais atento com o
discurso da neutralidade tecnoldgica em face das dimensdes raciais. A razdo esta pelo modo
como o racismo foi muitas vezes informado pelo mito da democracia racial e nas formas como
violéncias contra a populacdo negra sé@o invisibilizadas ou transfiguradas para um lugar de
brincadeira ou exageros. O encontro entre a ideia de que novas tecnologias ndo podem ver raga

ou género e a de que “ndo somos um pais racista” pode ser uma combinagdo que potencializa

237 BENJAMIN, op. cit. n.p.
238 SILVA, op. cit. p. 432
239 BENJAMIN, op. cit. n.p. Tradugéo nossa.
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o terror racial e a atualizacéo dos artefatos utilizados pela branquitude em face da populagao

negra no pais.

Diante dessa constatacédo, além de pontuar a inviabilidade de se cré na neutralidade das
tecnologias computacionais, deve ser abordado como sistemas técnicos sdo efetivamente

atravessados pela raga.

A experiéncia da pesquisadora Joy Buolamwini com tecnologias de reconhecimento
facial expde as dimensdes raciais e de género que envolvem a ferramenta. Quando graduanda
no Georgia Institute of Technology ela notou como um robd sensivel, programado para interagir
com pessoas, simplesmente ndo conseguia detectar seu rosto. N&o foi algo que Buolamwini
ficou sob alerta pois acreditou ser algo que os desenvolvedores corrigiriam em revisfes. Mais
anos depois, ela se viu diante de um robd com funcdo semelhante em uma feira de tecnologia
em Hong Kong e novamente seguiu sem ser detectada. Buolamwini também acreditou que seria
um erro a ser corrigido com o tempo e ndo se preocupada até na terceira vez, agora como pos-
graduanda no Massachussetts Institute of Technology (MIT), ser mais uma vez nao vista, um
ser invisivel para os olhares digitais enquanto seus colegas brancos eram normalmente
detectados. Nessa terceira vez, a pesquisadora decidiu imprimir uma mascara 3D branca e a
utilizou, descobrindo que daquela vez, o robé a reconheceu melhor do que com sua pele. Nessa
situacdo que envolve peles negras e mascara brancas do mundo digital, Buolamwini percebeu
que havia um grave problema de discriminacdo algoritma acontecendo com sistemas de

reconhecimento facial e visdo computacional em geral. 24

A situacdo exposta aqui encontra-se em um universo de praticas de discriminacdo e
violéncia algoritma, muitas delas que nem envolvem sistemas de visdo computacional, mas
explicitam o uso dessas ferramentas como espacos de perpetuacdo do racismo e outras
opressdes. Estamos falando, por exemplo, quando no aplicativo de hospedagem Airbnb, foi
descoberto que hosts brancos cobravam valores maiores do que ndo brancos?! , estudos que
apontam para o fato de que o algoritmo de direcionamento de andincios do Google tem um viés

242

discriminatorio em relagdo a nomes mais comuns em pessoas negras *< ou COmo mecanismos

240 BUOLAMWINI, Joy, TUCKER, lan. Interview of Joy Buolowaimi by lan Tucker. The Guardian, 28 Maio
2017.  Disponivel  em:<  https://www.theguardian.com/technology/2017/may/28/joy-buoclamwini-when-
algorithms-are-racist-facial-recognition-bias> Acesso em: 14 Fev 2022

241 EDELMAN, Benjamin, LUCA Michael "Digital Discrimination: The Case of Airbnb.com." Harvard Business
School Working Paper, No. 14-054, January 2014.

242 A pesquisa de Latanya Sweeney descobriu um carater discriminatério de viés raciais no direcionamento de
anuncios do Google Ad a partir dos nomes de usuarios e como eles soariam do ponto de vista racial. Uma pesquisa
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de pesquisa em biblioteconomia estavam levando a resultados com vieses raciais.?** Novas
tecnologias tém sido cada vez mais criticadas e denunciadas por situacdes de discriminagédo
racial envolvendo seu funcionamento, sendo também atravessados por dimensdes de género e

sexualidade.

A situacdo torna-se ainda mais preocupante quando os casos envolvem Inteligéncia
Artificial e aprendizagem de maquina. Esses modos de funcionamento séo capazes de realizar
inferéncias significativas, categorizaces e classificacdes de modo rapido e automatico e sao de
ampla utilizagéo, da publicidade ao policiamento. Sua capacidade de perfilamento e aquisi¢ao
de dados fragiliza as nogOes de privacidade e anonimato, pelo modo como tais sistemas podem
extrair informac@es, localizar padrGes e prever tendencias, em gque mesmo elementos que
parecem nao significativos para nosso dia a dia, podem ser fontes de dados importantes para 0s

operadores de sistema.?*

Como relembra Buolamwini?*®, sistemas de Inteligéncia Artificial e aprendizagem em
maquina podem ser utilizadas para diversas tarefas como contratacdo e demissdo de
empréstimos autorizacdo de empréstimo, até célculo de tempo de prisdo de condenados pela
justica. Em um mundo cada vez mais codificado em sistemas computacionais, a possibilidade
desses sistemas potencializarem as formas de desigualdade e violéncia em face de pessoas

negras e outros grupos étnico-raciais € assustadora, como explicita Ruha Benjamin:

Empregadores utilizam de pontuacdes de crédito para contratar ou ndo alguém,
companhias utilizam algoritmos para personalizar antncios online para possiveis
clientes, juizes utilizam ferramentas autdnomas de medic&o de risco para sentenciar e
decidir sobre liberdade condicional, e funcionarios de satde publica utilizem técnicas
digitais de vigilancia para decidir que quarteirdes da cidade serdo focados 0s recursos
médicos. Tais programas permitem filtrar e selecionar um conjunto maior de dados
que os humanos nas mesmas fun¢des, mas eles também podem reproduzir continuas

formas de desigualdade estrutural e racismo daltonico.?*®

Em meio a esse cenario, destaca-se 0 numero de situacdes que envolvem visdo

computacional e reconhecimento facial: mecanismos de busca de imagem em relacdo a

do Google sobre “Trevon Jones” poderia levar a um resultado neutro como “Looking for Trevon Jones” mas
também a um resultado “Trevon Jones, preso?”. Nomes identificados como mais comuns em pessoas negras
tinham resultados menos neutros do que de nomes mais comuns em pessoas brancas. SWENNEY L.
Discrimination in Online Ad Delivery. Communications of the ACM, Vol. 56 No. 5, Pages 44-54.

243 REIDSMA, Mathew. Algorithmic Bias in Library Discovery Systems. 11 Mar 2016. Disponivel em:
<https://matthew.reidsrow.com/articles/173> Acesso em: 14 Fev 2022

244 MARDA, 2018, p. 13

245 BUOLAMWINI, op. cit, p. 13

246 BENJAMIN, 2019, n.p. Tradugéo nossa.
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mulheres negras ou asiaticas fornecendo contetidos pornograficos?*’; cameras que ndo
conseguem detectar rostos ndo-brancos; o uso do aplicativo FaceApp para técnicas de
embelezamento que embranquecem os tragos faciais, concursos de beleza a partir de algoritmos
que reafirmam padrdes beleza racista que reafirmam a conexdo entre beleza e branquitude?*®,
Estamos diante de situa¢fes que expressam como mundo da visdo computacional estd sendo

atravessado por estruturas raciais.

A falta de representacdo de grupos demograficos nos dados de treinamento tem sido a
explicagdo recorrente para a situacOes de violéncia algoritmica contra pessoas negras. Esses
dados utilizados por laboratdrios de computagdo para treinar algoritmos em suas designadas
funcBes, em um sistema de reconhecimento facial centra-se na ideia de ensinar a reconhecer e
diferencar rostos. Nesse sentido, falta de representacdo de certos grupos demograficos nos
dados de treinamentos geram sistemas que erram no processo de reconhecer certas faces,
levando a falsos-positivos, ou podem gerar situagdes no qual sistemas de reconhecimento facial
simplesmente ndo conseguem detectar faces e aquela pessoas se tornam invisiveis para o

artefato.

E importante relembrar que sistemas de reconhecimento facial funcionam por
aprendizagem de maquina. Como explica Vidushi Marda®*°, aplicaces por aprendizagem de
maquina melhoram seu funcionamento a partir da interacdo continua com novos dados. Assim,
a desproporcionalidade de dados entre individuos de racas diferentes pode potencializar a
discriminagdo ja existente na sociedade diante do modo como dados de minorias e grupos em
desvantagem tendem a ser mais dificeis de coletar, analisar e verificar autenticidade, tendo
como potencial consequéncia a geracao de invisibilidades de determinados grupos em modelos
de inteligéncia artificial, resultando em levando a negligencias estruturais com base em raca,

classe, género, sexualidade e outros marcadores

Dados de treinamento com sub-representacdo racial ou de género geram algoritmos de

deteccdo facial que simplesmente ndo conseguem compreender certos rostos em uma imagem

247 NOBLE, Safiya Umoja. Algorithms of oppression: how search engines reinforce racism. New York: New
York University Press, 2018. [livro eletrénico]

248 O Beauty Al foi o primeiro concurso de belezas julgado por maquinas que deveriam buscar participantes mais
atraentes. Quando escolhidos vencedores, dos 44, a maioria era branca, alguns eram asiaticos e somente uma
pessoa tinha pele de tom mais escuro. Mais sobre a situacdo: LEVIN, Sam. A beauty contest was judged by Al
and the robots didn’t like dark skin. The Guardian, Artificial Intelligence (Al), 8 Set 2016. Disponivel em:<
https://www.theguardian.com/technology/2016/sep/08/artificial-intelligence-beauty-contest-doesnt-like-black-
people> Acesso em: 14 Fev 2022.

29 MARDA, V. Artificial Intelligence Policy in India: A framework for engaging the limits of data-driven decision
making, Philosophical Transactions A: Mathematical, Physical and Engineering Sciences, October 2018, p. 8
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ou video. Isso é exemplo de uma situacdo denunciada em 2010, quando foi percebido que
cameras da empresa Nikon estavam com dificuldades para detectar a face de pessoas asiaticas.
O sistema operacional das caAmeras da empresa japonesa questionava dois usuarios de origem
tailandesa se eles estavam piscando, apesar de estarem com olhos abertos, expondo uma
incapacidade de trabalhar com rostos como os deles. No mesmo ano, no estado norte-americano
do Texas, foi postado um video no Youtube por um funcionério de vendedoras de trailers que
mostrava como um colega de trabalho negro tentava fazer a webcam de um notebook da HP
operar para detectar seu rosto e assim seguir seus movimentos durante a filmagem, mas camera
simplesmente ndo o conseguia detectar. Por outro lado, a webcam passou a seguir uma

funcionaria branca que estava somente passando pelo espaco de trabalho. 2°

Ambas as situacdes expdem como vieses raciais em visdo computacional podem levar
a momentos de invisibilizagdo — em alguns casos, literal - de pessoas negras e outros grupos
étnicos raciais. Mas a problematica racial nesse campo ndo acaba na invisibilidade, podendo
também se expressar na hipervisibilidade para violéncias racistas como a reproducdo digital de
ofensas. Um exemplo ocorreu em Julho de 2015, o desenvolvedor Jacky Alciné denunciou que
o0 sistema de visdo computacional do aplicativo Google Apps tinha marcado ele e seu amigo —
dois homens negros — como gorilas, uma reafirmacdo de como dispositivos de deteccdo e

classificacdo facial podem reencenar discursos e estere6tipos racistas. 2°*

Sistemas de deteccéo e classificagdo sdo diversos no modo como podem expressar seus
vieses raciais e consequentes injusticas algoritmicas. Em um experimento com objetivo de
investigar a presenca de vieses por pesquisadores, um conjunto de fotos de atletas brancos e
negros foi utilizado no sistema Face+++ da Microsoft, uma aplicacdo que supostamente poderia
reconheceras expressdes faciais e classificar estas conforme as emog¢des basicas da Psicologia:
raiva, medo, surpresa, nojo e tristeza. No entanto, os resultados atribuiram emocGes e
expressdes negativas aos atletas negros, o que levou, como explica Tarcisio Silva, ao autor do
experimento concluir como o reconhecimento facial pode reafirmar estere6tipos ja existentes

nos algoritmos, os trazendo para o cotidiano.?>?

20 ROSE. Adam. Are Face-Detection Cameras Racist? Time, 22 Jan 2010. Disponivel em:<
http://content.time.com/time/business/article/0,8599,1954643,00.html> Acesso em: 13 Fev 2022

21 KASPERKEVIC, Jana. Google says sorry for racist auto-tag in photo app. The Guardian, 1 Jul 2015.
Disponivel em:< https://www.theguardian.com/technology/2015/jul/01/google-sorry-racist-auto-tag-photo-app>
Acesso em 14 Fev 2022

252 SILVA, 2020, p. 438
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No mesmo sentido, Simone Browne®*® também destaca como sistemas de
reconhecimento facial podem reafirmar o racismo cientifico e discursos sexistas. A autora
aponta para um estudo realizado com sistemas de deteccdo facial em ambientes multiétnicos,
com objetivo de conhecer como esses algoritmos classificariam os rostos encontrados conforme
raca/etnia e género. Seria um sistema com aplicacOes diversas, especialmente para praticas em
redes sociais de marcar uma pessoa em uma foto de forma automética. No entanto, o que a
pesquisa com o algoritmo encontrou foi que quando programado para ser utilizado sem levar
em conta etnicidades ou racas, ou seja, de forma genérica, o sistema acabava por classificar

mulheres africanas como homens enquanto classificava homens mongois como mulheres.

Para Browne, a forma como o sistema assinala mulheres negras como homens e homens
asiaticos como mulheres representa “(...) antigos discursos pseudocientificos e sexistas que
buscavam definir categorias de raca e género(...)”?®* recheados com fabulac@es racistas e
patriarcais, centrados na ideia de ordenar seres humanos conforme os limites artificiais
essencialistas das hierarquias sociais objetivadas. Nesse sentido, busca-se estabelecer mulheres
negras como “um outro homem” e reafirmando o mito da homem asiatico como um nao-
homem. Adicionando a questdo, a autora também destaca que mesmo quando o sistema era
calibrado especificamente para categorias étnicas como “Africanos”, “Mongois” e
“Caucasianos”, mulheres negras ainda eram categorizadas no rotulo “mulher” em taxa menor

de acerto do que as demais categorias.

Browne?® assinala que ao serem calibradas conforme género e raga, esses sistemas de
reconhecimento facial e outras técnicas de analise autbnoma estdo usando o corpo para fixar
categorias de raca e género. Ou seja, se um sistema de reconhecimento facial é treinado para
categorizar populagdes como homens/mulheres ou brancos/negros/asiaticos/outros, ele esta
promovendo em si a producéo dos referenciais de género e os referencias de raca. Se abre aqui
um questionamento do modo como essas classificacdes sdo realizadas, em especial, de que
forma esses sistemas lidam com pessoas e grupos sociais que ndo se encaixam na ldgica cis e

binaria de género como transsexuais, travestis e pessoas ndo-binarias em geral.

Para lidar com essas situagbes, Joy Buolamwini alerta ser necessario que sejam

realizadas continuas checagens e auditorias nos sistemas: “Checagem para viés estrutural deve

253 BROWNE, S. Dark matters: On the surveillance of blackness, London, Duke University Pres, 2015, p. 111-
112

254 |dem. lbidem. Tradugéo nossa.

255 BUOLOWAIMI, 2017, p. 15
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ser parte do design, desenvolvimento, desdobramento, testagem e manutencdo de qualquer
sistema que tém profundas consequéncias para o publico em geral.”>® Para reducdo dos vieses,
€ necessario uma coleta de dados diversas que tenha inclusive os dados da populacéo alvo da
tarefa exercida, ou seja, de forma que dados de outros grupos demograficos ndo sejam utilizados
para sistemas que serdo operadores em face de outra populacdo. Ressalva Buolamwini que até
mesmo dentro de uma categoria racial autodeclarada, hd uma diversidade de tracos fenotipicos,
0 que exige que sistemas de visdo computacional devam ter uma curadoria de amplo espectro
que possibilite que as tarefas de analise facial atendam variagbes intragrupo e diferencas

intergrupos.

Essa € uma questdo pontuada por Vidushi Marda®>’ que explica que sistemas de
aprendizagem de maquina precisam de uma generalizacao de exemplos para funcionar. Quando
esse tipo de sistema é treinado com dados que subrepresentam certos grupos na etapa de coleta
de dados, a consequéncia sdo padrdes de discriminacdo em aparatos de vigilancia. Novamente
apontamos que estamos analisando sistemas produzidos por empresas informadas pela
branquitude, por estruturas que buscam manter seus privilégios e com produtos que sao
desenhados e construidos nesse espago, 0 que nos faz questionar o qudo possivel é uma

mudanca nessas tecnologias.

Nesse sentido, Marda nos alerta para a amplificacdo desses problemas de sub-
representacdo em razdo de que a “(...) vigilancia nunca é neutra, ¢ ¢ fundamentalmente
desproporcional em contextos de género, casta, raca e religido.”?®® Aqui deixa-se 0
guestionamento de que mesmo que essas funcionalidades racistas fossem destruidas por
curadorias e checagem, por uma modificacdo dos parametros do mundo da computacdo, elas
realmente deixariam de potencializar o racismo e outras dinamicas de opressdo? A resposta a
essa questdo estd necessariamente atrelada a estrutura social que envolve o uso dessas

tecnologias, ou seja, € preciso promover uma reflexdo de como o social e o técnico se integram.

256 1dem. Ibidem.
257 MARDA, 2018, p. 9-10
28 |dem. Ibidem. Tradugéo nossa.
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2.1.2. Reconhecimento facial e a racionalidade neoliberal.

Entender qualquer ferramenta computacional a partir de uma perspectiva sociotécnica

implica em refletir, como observa Bianca Kremer?*®

, que toda tecnologia nasce da relagéo entre
sociedade — e todas as suas formas de exploragdo, desigualdade e opressao — e a industria tech.
Em verdade, ndo hd como separar a tecnologia do seu meio social, pois a forma como uma
tecnologia afeta as relagcdes sociais a sua volta é parte da sua funcionalidade. O reconhecimento
facial e sua expansdo como tecnologia biométrica utilizada para funcdes sociais de
monitoramento e gerenciamento populacional ndo foge dessa afirmacdo, com sua constituicao

e modos de operacéo expressando isso.

Como explica Kelly Gates?®

, 0S primeiros algoritmos para deteccao e diferenciacao de
faces tem origem entre 0os anos 60 nos Estados Unidos. O Departamento de Defesa
estadunidense buscou financiar essa categoria de pesquisa, compreendendo potencial militar
desse artefato para monitoramento dos inimigos. Aqui, na sua origem, ja observamos a
dimensao politica da tecnologia, pelo modo como ela foi objetivada para a arte da guerra, para
a logica de lidar com o inimigo do Estado e da Nacédo. Desta feita, fica expressa no cerne do
desenvolvimento e busca por tecnologias de reconhecimento facial, o objetivo de promover
praticas de vigilancia contra aqueles estabelecidos como ameaca, algo que ndo pode ser

esquecido ao refletir sobre os usos atuais e cotidianos desse artefato.

Observar 0s aspectos sociotécnicos do reconhecimento facial também implica
descortinar como essa tecnologia esta imbricada ao advento do neoliberalismo. Como
refletimos no Capitulo Um, o neoliberalismo caracteriza-se como a fase do capital na qual todos
os elementos da vida social e politica tem valor de capital e na qual o corpo social € formado
por uma massa de individuos definidos pela sua utilidade e sua funcdo nas légicas financeiras.
As fronteiras entre o Estado e 0 mercado tornam-se ainda mais ténues pelo modo como a vida,
a morte e a sobrevida tornam-se atributos financeiros. Processos de desburocratizacdo e
fragilizacdo de politicas sociais tornam-se essenciais, a0 mesmo tempo que 0 mercado e 0

Estado potencializam praticas de vigilancia que permitam o controle da massa de individuos.

29CORREA, Bianca Kremer Nogueira. Direito e Tecnologia em perspectiva amefricana: autonomia, algoritmos
e vieses raciais. Rio de Janeiro, 2021. 298 p. Tese de doutorado. Departamento de Direito, Pontificia Universidade
Catolica do Rio de Janeiro.

260 GATES, Kelly. Our biometric future: facial recognition technology and the culture of surveillance. New York
University Press, New York, and London, 2011.
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Nas dinamicas do neoliberalismo, Gates assinala o reconhecimento facial entra como
técnica da individualizagdo em massa,“(...) um modelo de regulagdo social que envolve
conhecer com detalhes precisos a identidade de cada membro da populacdo em ordem de
diferenciar individuos de acordo com diferentes niveis de acesso, privilégio e risco.”?%t A
individualizagdo em massa é um modo de regulacdo essencial no mundo neoliberal, no qual
marcar cada individuo é indispensavel para classificar sua utilidade e estabelecer seu papel para
0 sistema social e econdmico. Portanto, o papel das biométricas de coadunar o corpo a
identidade é uma pratica dentro dessa racionalidade. Ndo é coincidéncia que tenham sido
pesquisas em solucGes bancérias, consumo e laboral que impulsionaram sistemas biométricos

de identificagdo como reconhecimento facial:

As indUstrias de pesquisa nas areas bancérias, cartdes de crédito e consumo tiveram
um papel essencial em gerar a demanda inicial para identificacdo biométrica mas eles
ndo foram Unico negédcio considerando a adocédo de sistemas biométricos nos anos 80,
assim como o uso ndo estava limitado a identificacdo de consumidores. Sistemas
biométricos poderiam permitir ndo somente a identificagdo e monitoramento de
individuos nos seus papéis como consumidores mas também trabalhadores,
prometendo ferramentas mais efetivas praticas de controle laboral. ldentificagdo
autdbnoma por networks poderiam ser Uteis para individualizar trabalho, outro projeto

central do experimento neoliberal.2%?

O que Gates explicita neste trecho é que o uso de reconhecimento facial nas mais
variadas dimensfes da vida, faz parte do fenbmeno de conjuncdo entre neoliberalismo e o
desenvolvimento de um mundo computacional, da necessidade de se buscar formas de

identificagdo corporal em um mundo de perfis digitais.

Ruha Benjamin?®3

inclusive aproxima sua critica da neutralidade tecnoldgica com a
problematizacdo do neoliberalismo. Para a autora, a busca por solugdes computadorizadas para
diversos problemas é vista a partir da racionalidade neoliberal ndo s6 como necessaria, mas
também como corte de gastos e terceirizacdo de decisdes humanas para maquinas inteligentes.
DecisGes como a demissdo ou contracdo podem transferidas a uma méaquina que néao fica
sobrecarregada como um supervisor humano, mas inclui também uma suposta ndo existéncia
de vieses. O discurso da maximizagéo de lucros e reducao de gastos € associada a uma ideia de

minimizacao de vieses pela suposta neutralidade matematica de tecnologias.

%1 GATES, 2011, p. 15-16. Tradug&o nossa.
262 |dem. lbidem. p. 42 Tradugdo nossa.
263 BENJAMIN, op. cit. n.p.
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A socidloga explica como robds e outras maquinas— e aqui incluimos os dispositivos de
reconhecimento facial — sdo apresentados para o publico como sistemas que podem realizar as
atividades manuais humanas com mais eficiéncia e sem possibilidade de cometimento de erros
por preconceitos. No entanto, como percebemos durante esse topico, a raca estd incorporada
nessas tecnologias, no modo os dados sé&o selecionados para elas realizarem suas tarefas, no
modo como os algoritmos sdo estipulados a funcionar, como expressam os exemplos dispostos
nesse topico. As maquinas nao superam o racismo, e sim o reafirmam ao selecionar, estabelecer

e reforcar hierarquias raciais.

O reconhecimento facial é, portanto, apresentado como um robd que realiza uma
atividade de forma mais eficiente e neutra, mas quando descortinamos seu funcionamento, esta
atravessado por vieses raciais e elementos politicos, e sua eficiéncia precisa ser vista por olhar
critico. Como biométrica, ele introduz o corpo daqueles vigiados ao mundo digital, um espaco
essencial para o capitalismo definido pela racionalidade neoliberal. Se explicamos a partir de
Kelly Gates?®*, entenderemos que o mundo computacional ¢ definido por identidades digitais
que estariam em tese, completamente desconexas do corpo das pessoas que carregam essas
identidades. As biométricas conectam rostos, impressdes digitais, iris a uma identidade digital
que pode ser rastreada segundo as intengfes do mercado e do Estado e seus modos de ver o
corpo. Um modo de ver que esta configurado por raca, classe, género, sexualidade e outros

marcadores de diferenca.

Nesse sentido, o reconhecimento facial permite identificagdo entre dados corporais
(face) com a pessoa (identidade), perfilamento e categorizacdo dos que atravessam suas
cameras. Ao mesmo tempo, a sua construcdo e operacao dependem do acumulo exorbitante de
imagens faciais acumuladas nos bancos de dados. Sem esse armazenamento massivo de dados,
os sistemas simplesmente ndo poderiam ser treinados para detectar, classificar, verificar e
identificar faces. Nesse sentido, é importante a observacdo de Birhane e Prabhu?®® de como os
modos de aquisi¢do das imagens que formam grandes bancos de dados - em um processo no
qual qualquer fornecimento dos nossos dados biométricos faciais pode ser uma transferéncia
para 0 Big Data - sdo em si problematicos na forma como erodem a privacidade, o
consentimento e a agéncias de seus titulares e, em especial, podem ser utilizados para processos

de categorizacao e classificagdo das imagens de pessoas e coletivos.

264 GATES, op. cit. p. 43-46
265 BIRHANE, Abeba, PRABHU, Vinay Uday. Large Datasets: A pyrrhic win for computer vision? Proceedings
of the IEEE/CVF Winter Conference on Applications of Computer Vision (WACV), 2021, pp. 1537-1547
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Um exemplo dessa ldgica estd na Clearview Al, uma antes pequena companhia que se
tornou um destaques do mundo da visdo computacional. Em 2017, a empresa desenvolveu um
aplicativo de reconhecimento facial que permitia retirar fotos de uma pessoa, realizar o upload
e conseguir imagens publicadas desta, com links redirecionado para onde essas fotos estariam
hospedadas. O sistema sé seria possivel a um banco de dados com mais de trés bilhdes imagens
que a Clearview diz terem sido retiradas de perfis do Facebook, de videos do Youtube e Venmo,
além de outros sites e plataformas. Em reportagem do The New York Times, fica expresso o

numero de usos e as possibilidades de riscos com uso dessa ferramenta:

(...) mais de 600 agéncias policiais comecaram a utilizar Clearview no ano passado,
de acordo com a companhia que ndo proveu uma lista. O codigo computacional
utilizado, analisado pelo New York Times, inclui uma linguagem de programacéo
aplicavel a 6culos de realidade virtual; usuarios poderiam assim serem capazes de
identificar qualquer pessoa a sua vista. A ferramenta poderia identificar ativistas em
um protesto ou um estranha atraente no metrd, revelando néo s seus nomes mas onde

vivem, o que eles fazem e quem eles sabem, 266

Essa logica de intensa extracdo de dados que permite a existéncia e operacdo do
reconhecimento facial demarca o que Evgeny Morozov chama de “capitalismo dadocéntrico”
e Shoshana Zuboff denomina “capitalismo de vigilancia”. Assim, como explica Morozov?®’,
em contraposicdo a visdo do mundo computacional como questionador do status quo, o
desenvolvimento das atuais grandes empresas de tecnologia, em especial no Vale do Silicio, foi
fruto do forte patrocinio estatal do Departamento de Defesa dos Estados durante os anos 60 e
70. Para o autor, a ascensdo das big tech foi caracterizada por um questionamento interno do
capitalismo da sua versdo burocratica pré-1960 para a transformacdo em um modelo baseado
no individuo, seu desenvolvimento pessoal e a crenca essencial do neoliberalismo, como ja
refletimos anteriormente. Esse processo é marcado sobretudo por uma transformacdo do
cidaddo em individuo, de trabalhador em colaborador, de consumidor em usuario, forjando-se,
assim, uma relacdo simbidtica entre a ideologia neoliberal e o discurso tecnologico no
oferecimento de uma suposta liberdade. S&o essas dindmicas que constituem o chamado
“capitalismo dadocéntrico, baseado na busca incessante por solucdes digitais individuais para
todos os problemas do sistema, sendo todos os elementos da existéncia um ativo possivel de

rentabilidade.

266 HILL, Kashimir. The Secretive Company That Might End Privacy as We Know It New York Times. 18 Jan
2020. Disponivel em:https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-
recognition.html Acesso em: 14 Fev 2022 Tradugdo nossa.

%7 MOROZOV Evgeny. Big tech: a ascensdo dos dados e a morte da politica. Ubu Editora, Séo Paulo, 2016, p.
33-34.
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Nessa mesma dire¢do, Shoshana Zuboff?%® denomina “capitalismo de vigilancia” a etapa
do capitalismo no qual tecnologias de informacéo trabalham em uma légica de acumulacao de
informacdes e dados de populagdes, chegando a “(...) procurar prever e modificar o
comportamento humano como meio de produzir receitas e controle de mercado.”?° O
capitalismo de vigilancia tem como seu componente fundamental o big data, o conjunto
gigantesco de dados fruto de préticas informacionais das novas tecnologias, em um projeto de
extracdo no qual a populacdo é simultaneamente fonte de informacdes e alvo final das
tecnologias. Vigiar se tornaria desse modo uma atividade central do capitalismo, da acumulacéo

de lucro, algo que caracteriza o reconhecimento como instrumento de monitoramento.

Atravessemos essas concepcdes por lentes raciais. Em primeiro lugar, é preciso apontar
como as empresas que produzam essas tecnologias sdo também espacos de dominacdo da
branquitude. Alex Hanna?™, socidloga e outrora integrante do time de Etica e Inteligéncia
Artificial do Google saiu da empresa depois de testemunhar as violéncias cometidas contra
pessoas negras e outros grupos étnico-raciais fora do lugar da branquitude — inclusive a
demissdo de Timnit Gebru, primeira mulher coordenadora do time de Etica em Inteligéncia
Artificial?* - em decorréncia de terem sido apontados potenciais problemas de caréter racial,
de género e sexualidade em produtos ou no espaco de trabalho da empresa. De acordo com
Hanna, havia uma falta de preocupacdo por parte dos executivos de como seus produtos

poderiam potencialmente ameacar grupos e populacGes marginalizadas.

Para a cientista, 0 modo de funcionamento do Google (e outras grandes empresas de
tecnologia) é estruturada por hierarquias raciais e 0s comportamentos de executivos, demissoes,

perseguicdes e abusos expressam a reproducdo dessas dimensdes. Hanna alerta para 0s modos

268 ZUBOFF, Shoshana. Big Other: capitalismo de vigilancia e perspectivas para uma civilizagdo da informag&o.
In: Tecnologias da vigilancia: perspectivas da margem. Editora Boitempo, S&o Paulo, p. 17-69, 2018.

269 ZUBOFF, op. cit. p. 18-19

210 HANNA, Alex. On Racialized Tech Organizations and Complaint: A Goodbye to Google. Medium, 2 Fevereiro
2022. Disponivel em:< https://alex-hanna.medium.com/on-racialized-tech-organizations-and-complaint-a-
goodbye-to-google-43fd8045991d> Acesso em: 14 Fev 2022.

271 Timnit Gebru é uma engenheira computacional que ganhou notoriedade no mundo da computacéo ao tratar
como Inteligéncia Artificial com problemas de viés poderia levar a situacdes de discriminacgdo racial. Ela foi
contratada pela Google e liderou internamente o time de Etica em IA da empresa. Ap6s preparar um artigo que
tratava sobre um tipo de software A utilizado pela Google, a pesquisadora foi intimidada por membros da empresa
a retirar o artigo, mas acabou sendo dispensada do grupo que liderava e da companhia que trabalhava. O mesmo
aconteceu com a colega de empresa de Gebru, Margaret Mitchel quando ela tentou recuperar notas deixadas em
sua conta da sobre situacfes de discriminacdo com base em raga/género na cultura empresarial do Google. Mais
sobre a situagdo: https://www.wired.com/story/google-timnit-gebru-ai-what-really-happened/
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como a empresa mantém seus “regimes de desigualdade” 2’2, em relagdo a raca, género e
sexualidade. Nesse sentido, elas buscam defender suas politicas de recrutamento,
hierarquizacdo e monetizacdo, o que se verifica nas barreiras impostas aos membros do time de
Etica e até mesmo as perseguicbes que sofreram. Nesse contexto definido pelo lugar da
branquitude, indica-se que tais condutas afetam diretamente os produtos produzidos por essas
empresas no que se refere a reafirmacdo das fronteiras raciais. De fato, o olhar de Hanna sobre
a dimensdo racial das big tech expressa como essas empresas sdo estruturadas pelo pacto

273

narcisico da branquitude“’*, expressando como a racialidade branca informa a continua préatica

de reafirmar as hierarquias raciais e manter os proprios privilégios.

Como refletimos no Capitulo Um, o trafico negreiro e a escravatura foram espacos de
um complexo sistema que integra vigilancia e brutalizacdo tendo o corpo negro como alvo e
fonte de dados essencial para a manutencdo das praticas de racializacdo e da consequente
subjugacao sob o signo do escravo e mercadoria. A escravatura como sistema paralelo e vital
ao desenvolvimento do Capitalismo foi caracterizada por préaticas de vigilancia em que pessoas
negras eram o campo de extracao de informacdes, assim como os alvos finais de sua tecnologia,
consolidando um duplo-processo da vigilancia racializadora. O que sugerimos aqui é uma
continuidade nos padrfes historicos entre a escravatura e o capitalismo de vigilancia, entre as
técnicas e praticas de um passado tdo presente com as novas tecnologias computacionais como
o reconhecimento facial.?’* Destarte, ndo ha como refletir sobre essas tecnologias sem pensar
como elas atualizam o terror racial de outrora, como elas carregam o DNA da vigilancia

racializadora.

272 Aqui Alex Hanna utiliza o conceito de “regime de inequidades” da socidloga Joan Acker que significa uma
série de préaticas e processos que resulta na continuidade de desigualdades dentre de organizagdes. Na situacdo
descrita por Hanna, essas praticas sdo utilizadas pela branquitude para manter as hierarquias raciais dentro de
grandes empresas de tecnologia. Mais sobre o conceito em: ACKER, Joan. Inequality Regimes: Gender, Class,
and Race in Organizations. Gender and Society, n. 20, p 441-464, 2006.

23 BENTO, Maria Aparecida da Silva. Pactos Narcisicos no racismo: branquitude e poder nas organizacdes
empresariais e no poder publico. 169f. Tese (Doutorado) Instituto de Psicologia da Universidade de Sao Paulo.
S&o Paulo, 2002.

274 Apontamos também que ao abordar o conceito de capitalismo de vigilancia, a pesquisadora Maria Rafaela Silva
apontou essa estrutura também articula a questao de género: “Esse novo “tentaculo” do capitalismo também produz
e reitera politicas de gestdo do género, condicionando por vezes o direito e os limites de sua autoafirmacéo, atraves
de mecanismos de controle biométricos e subjetivos. Através de cameras de monitoramento e seguranga que
capilarizam seu campo de a¢do, sugerindo produtos “generificados” e toda uma gama de dispositivos vestiveis,
monitoram e acompanham o nosso desempenho de acordo com uma perspectiva binaria de género.” In: SILVA,
Mariah Rafaela. Orbitando Telas. Revista sur, ed31, 2021. Disponivel em:< https://sur.conectas.org/orbitando-
telas/> Acesso: 19 Novembro 2022
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2.1.3. Reconhecimento  facial como atualizacdo da  vigilancia  racializadora

Conforme ja pontuado, as problematicas raciais e de género que envolvem o
reconhecimento facial e da visdo computacional sugerem uma atualizacdo algoritmica da
dicotomia da hipervisibilidade x invisibilidade do corpo negro em um mundo fundado no terror
racial e no além-vida da escravatura. Trata-se da atualizacdo do cartaz de procurados, das
descricdes fisicas, do uso de fotografias, do videomonitoramento, do album de suspeitos e de
todas as técnicas visuais que por um lado invisibilizam pessoas negras em face da cidadania do
Estado de Direito e a humanidade da zona-do-ser, mas em contrapartida os expde as
engrenagens da espoliacdo total e do terror, uma relacdo simbidtica que tem o cheiro dos antigos
pordes dos navios negreiros, mas agora sao completadas pelo reluzente high tech de sistemas

computacionais.

O que esta expresso nas Varias instancias de uso de tecnologias computacionais, em
especial aquelas de visdo computacional, € como o passado racista e antinegro reafirma-se no
futuro a partir de dados e algoritmos. Como explica Vidushi Marda?’®, dados absorvem padrdes
discriminatorios historicamente existentes no espago de sua criacdo, gerando tanto situacfes
que podem ser quantificadas, mas também aquelas no qual se reafirma e potencializa
sentimentos e desejos racistas, sexistas, com incremento ao 6dio e a violéncia. E o caso das
situacOes de mecanismos de busca de imagem que trazem hipersexualizacdo dos corpos negros,
a marcacgéo de pessoas negras como gorilas em aplicagcdes como GooglePhotos. Dados podem
ser uma nova forma de cativeiro, uma manifestacdo cibernética do além-vida da escravatura,

gue aprisiona pessoas negras em meio a esteredtipos histdricos, discursos e formas de controle.

Nesse sentido, é interessante pensar que a prépria légica como dados e sistemas de
Inteligéncia Artificial e aprendizagem de méaquina funcionam recaem em reafirmacdes do
passado. Sistemas que precisam de dados de treinamento, cole¢bes de dados de uma
determinada momento, de um certo contexto, que acabam adestrando uma maquina para
trabalhar daquela forma. Dados do passado determinam funcionamento presentes e futuros de
maquinas e se 0s primeiros sdo informados por um mundo antinegro, é esperado que o alem-
vida da escravatura que informa todas as condi¢Oes da vida e da morte ndo esteja os informando
também. Nada mais expressa isso do que esterebtipos e discursos racistas sendo reafirmados

por sistemas computacionais.

215 MARDA, 2018, p. 10
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Em uma expressdo méxima do modo como passado € atualizado por algoritmos, Ruha
Benjamin, ao explicar a forma como tecnologias computacionais reafirmam desigualdades e
violéncias contra a populacdo negra nos Estados Unidos, propGe como 0 encontro entre
solucgdes digitais e o racismo como tecnologia esta resultando na estruturacdo do Novo Jim
Code?’®. Para a autora, 0 modo como novas tecnologias estio permitindo novos mecanismos de
segregacdo destaca-se especialmente pelo seu discurso de neutralidade, como o fato que sdo
sistemas técnicos e de tal forma neutros a vieses e preconceitos, ndo poderiam ser perpetuadores

e reprodutores de desigualdades e violéncias raciais:

Ao abaixar a cortina e da atencdo as formas de desigualdade codificada, ndo so
ficamos mais atentos as dimens@es sociais de tecnologia mas n6és podemaos trabalhar
juntos em face da emergéncia de um sistema de castas digitais que se sustenta em
nossa ingenuidade com relacéo a neutralidade da tecnologia. Esse problema se estende
além de formas 6bvias de criminalizacéo e vigilancia. Ele inclui um elaborado aparato

social e técnico que governa todas as areas da vida.?"’

Mantendo o passado antinegro presente, tecnologias biométricas agora algoritmicas
promovem uma atualizacdo da vigilancia racializadora e do processo de epidermizacao. Nesse
sentido, verifica-se nesse contexto como a branquitude é estabelecida como normativa e o ser
branco é invisivel racialmente em contraposi¢do ao Outro racial vitima de injustica algoritmica.
A branquitude é o padrdo normativo para criacdo de algoritmicos de visdo computacional.
Simone Browne?’® explica essa questdo a partir das nocdes de Lewis Gordon sobre
prototipicidade branca para descrever o ser branco como a norma, o padrdo, um ser nao-racial
a ser privilegiado pelos sistemas biométricos. Estes artefatos ndo podem ter vieses raciais em
face de pessoas brancas pois elas sdo o padrdo biométrico estabelecido pelos algoritmos e por

seus bancos de dados.

As biométricas digitais como o reconhecimento facial atualizam a epidermizacdo ao
serem uma nova versao do olhar que cortou Frantz Fanon de sua pele e 0 denominou negro.
Browne denomina essa atualizagdo como epidermizagdo digital: “(...)o exercicio de poder
realizado pelo olhar sem corpo de certas tecnologias de vigilancia (...) que pode ser encarregado

de realizar o trabalho alienador do sujeito ao produzir uma verdade sobre seu corpo racial e sua

276 O conceito de Novo Jim Code é trabalhado por Ruha Benjamin como uma alusdo ao sistema de segregacéo Jim
Crow nos Estados Unidos, também se inspirando no modo como Michelle Alexander descreve o
hiperencarceramento em massa nos Estados Unidos (o Novo Jim Crow). In: BENJAMIN, Ruha. Race After
Technology: Abolitionist Tools for the New Jim Code. Polity Press, Cambridge, 2019. Versdo digital ndo
paginada. ALEXANDER, Michelle. A nova segregacdo: racismo e encarceramento em massa. S&o Paulo, led.,
Boitempo, 2017

277 BENJAMIN, 2019, n.p. Traducgdo nossa.

278 BROWNE, 2016, p. 109-110
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identidade (ou identidades) independentes das alegacdes do sujeito.”?’® Em suma, estamos
tratando de como novas tecnologias biométricas reafirmam o processo de racializacdo e o
enguadramento de pessoas negras a partir de uma série de conjunto de significados e discursos
atribuidos a ser “negro” e nesse sentido, no modo como esse processo leva a essas tecnologias

serem novas praticas de vigilancia racializadora.

Sistemas de analise facial que classificam beleza e aproximam esse significado com a
branquitude, estao reafirmando processos de racializacao que atribuem ao significado “feio” a
pessoas negras. O mesmo acontece com o aplicativo que marcou Alciné e seu amigo como
“gorilas” ou que classificou mulheres negras como homens. S3o as formas COmoO novas
tecnologias produzem raca (e género) e reafirma seus significados e refazendo a vigilancia
racializadora. Aqui novas fronteiras raciais sdo produzidas, o complexo biométrico de
vigilancia racializadora ganha algoritmos, o navio negreiro se tornando high tech agora

atravessando o oceano das tecnologias computacionais.

Mas o que aprofunda as logicas do terror racial com uso das biométricas é a conjuncéo
da epidermizacéo digital com a racionalidade neoliberal, no qual tudo se transfigura em um
ativo rentavel, e no qual a vigilancia biométrica é simultaneamente uma atividade financeira e
uma estrutura de controle e categorizacdo de populacbes conforme as normas de utilidade e
descarte do neoliberalismo. Por um lado, a (re) producdo digital algoritma de esteredtipos,
discursos racistas, invisibilidades e hipervisibilidade entram em uma cadeia econdmica,
repetem de biométricas como o reconhecimento facial, de comercializar corpos negros (seus
dados) e a ideologia sobre o corpo negro (as categorizacdes e rotulacGes). Por outro, €
imprescindivel para o neoliberalismo que a arquitetura de vigilancia opere para o descarte de
grupos considerados inadequados a esse sistema, consolidando um modo de operar impossivel
de existir sem dimens0es raciais, de género e sexualidade e seus atravessamentos. Os dois
processos ndo estdo separados, em verdade, estdo intimamente conectados e refletindo sobre o
uso do reconhecimento facial pelas agéncias policiais é possivel ver seu funcionamento de

forma explicita.

2.2. Reconhecimento facial, seguranga publica e racismo no mundo neoliberal

O sistema penal e outras agéncias de seguranca sdo uma das principais areas

destinatérias de aplica¢fes de reconhecimento facial, tendo em vista que s&o espagos no qual

219 |dem. Ibidem. Tradugéo nossa.
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praticas de vigilancia, identificacdo e armazenamento de informacGes de populacbes sdo
realizadas rotineiramente e de forma burocréatica. Podemos citar o uso do reconhecimento facial
para confirmar identidade de suspeitos, em uma atualizacdo do reconhecimento realizado
manualmente como fotografias, utilizando algoritmos para confirmacgéo de identidade. Como
exemplo factual, tivemos a aplicacdo da tecnologia em Abril de 2015 no sistema penitenciario
de Minas Gerais para checagem de entradas e saidas presos, utilizando um software criado pela
estatal de tecnologia estadual.?®® O controle de deslocamentos é outro exemplo, o que se verifica
pela implantacdo de reconhecimento facial em aeroportos no Brasil para confirmacédo de
identidades no procedimento de check in.8! Nos Estados Unidos, o principal 6rgdo de controle
imigratorio tem utilizado sistemas de reconhecimento para registrar pessoas buscando estadia
no territério estadunidense, algo que foi questionado por grupos de imigrantes em Julho de
2021. %82

O uso do reconhecimento facial na arquitetura de vigilancia do Estado esta cada vez
cada vez mais presente, sem falar nas possiveis aplicacbes em agéncias privadas de seguranca.
Tendo em vista a delimitacdo tematica dessa dissertacdo, focaremos o debate na aplicacdo da
tecnologia de reconhecimento facial para fins de videomonitoramento urbano. A possibilidade
de implantacéo de reconhecimento facial para cameras de vigilancia distribuidas nas cidades
sempre foi um potencial dessas redes de monitoramento, como ja destacamos ao abordamos o

videomonitoramento no capitulo anterior.

Abordaremos nesse tdpico, o uso policial do reconhecimento facial atravessando quatro
dimensGes, mas sempre nos voltando para lentes que tragam essas complexidades pela
experiéncia negra em face dessa nova tecnologia. Primeiro trataremos do reconhecimento facial
como parte de um paradigma de novas tecnologias no repertério policial. Em segundo lugar,
sera discutido como uso do reconhecimento facial em agéncias policiais esta atrelado a razao

neoliberal e a manutencdo da populacdo negra como alvo/produto nas estruturas de terror. Em

280 PAULA, Fernanda de. Sistema prisional implanta tecnologia de reconhecimento facial nas 197 unidades
prisionais do Estado. Departamento Penitencidario de Minas Gerais, 23 Maio 2019. Disponivel em:<
http://www.depen.seguranca.mg.gov.br/index.php/noticias-depen-mg/3422-sistema-prisional-implanta-
tecnologia-de-reconhecimento-facial-nas-197-unidades-prisionais-do-estado>: Acesso em: 21 Novembro 2022
281 SEPRO. Brasil testa primeira ponte aérea com reconhecimento facial no mundo. SEPRO, Noticias, 15 Junho
2021. Disponivel em: < https://www.serpro.gov.br/menu/noticias/noticias-2021/embargue-sequro-congonhas>
Acesso em: 31 Margo 2022.

282 RAPPAPORT, Nolan. Facial recognition technology in immigration: Biden, biometricas and congressional
mandate. The Hill, 15 Julho 2021. Disponivel em:< https://thehill.com/opinion/immigration/563163-facial-
recognition-technology-in-immigration-biden-biometrics-and/> Acesso em: 31 Margo 2022.
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terceiro, voltaremos a abordar a tematica da epidermizacéo digital e como o reconhecimento

facial nas méos da policia expressa a vigilancia racializadora a partir do signo do criminoso.

2.2.1. Reconhecimento facial e o paradigma do policiamento algoritmico.

O reconhecimento facial é uma das diversas tecnologias que a partir do final do século
XX e nessas primeiras décadas do século XXI, passaram a serem incorporadas pelo sistema
penal em diversos paises. Essa entrada de novas tecnologias, como bancos de dados, drones,
softwares para diversas funcionalidades investigatorias e preventivas, tornozeleiras eletronicas
e claro, o reconhecimento, é uma tendéncia analisada pela socidloga Jackie Wang?®®. Para a
autora, a brutalidade policial foi durante criticada por movimentos sociais e sujeitos politicos
criticos, 0 que levou a uma consequente necessidade de rebranding do policiamento,
especialmente para ocultar as violéncias da instituicdo policia em face a pessoas negras e outros
grupos historicamente discriminados. A utilizagdo de novas tecnologias, informacionais e
computadorizadas em conjunto com um discurso de eficiéncia e objetividade matematica
atreladas a ela, seria um contraponto a um arcaico policiamento violento e ineficiente. Nesse
sentido, a entrada de novas tecnologias € associada a uma ideia de modernizacdo do aparato
policial, assim como do préprio espaco urbano destinatario dessas inovagdes tecnolégicas.

Wang?®* caracteriza essa transformacdo como a formacio do paradigma do
policiamento algoritmo. Nesse modelo, a ciéncia da computacdo e os novas tecnologias
estariam dispostas no repertorio policial ndo apenas como potencializadores da vigilancia e
monitoramento, mas para a reformulacdo da imagem da policia em face da populacdo. O
discurso cientifico e tecnoldgico forneceria um carater objetivo e neutro para a atividade
policial considerada enviesada e ostensivamente violenta. Esse paradigma funciona a partir da
I6gica de um solucionismo tecnoldgico que busca resolver todos o0s problemas, incertezas e
riscos sociais a partir de modelos matematicos e algoritmicos. Para debater esse paradigma, a
autora parte do uso de tecnologias de policiamento preditivo — sistemas que utilizam dados
historicos das agéncias policiais para prever onde ocorrerdo crimes e definir como serdo

realizadas as operacdes policiais.

Entendemos que o leque das tecnologias que entram nesse paradigma vao além dos

softwares preditivos. Podemos aqui citar as tornozeleiras eletronicas, especialmente pelo modo

283 WANG, Jackie. “This Is A Story About Nerds and Cops”: PredPol and Algorithmic Policing. In: Carceral
Capitalism Semiotext (E) Intervention Series, Pasadena, 2018.
284 |dem. op. cit., p.236-237
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como essa tecnologia € apresentada a partir da funcgdo de ressocializagdo em um sistema penal
que efetive os direitos fundamentais da pessoa presa. Bancos de dados eletronicos entram nesse
conjunto e como exemplo temos o CalGang, uma database criada em 2018 e utilizada no estado
da California para cadastrar informacdes sobre supostas gangues agindo no estado, assim como
informacgGes sobre seus membros.?® Incluso nisso, estaria o reconhecimento facial, sistema

biométrico e algoritmo de vigilancia, especialmente quando combinado com cameras.

Dentro do discurso do policiamento algoritmo, todas essas tecnologias sdo descritas
pelos detentores do poder e operadores como mais eficientes, neutras e objetivas das ditas
ultrapassadas atividades do modelo repressivo, expressando o mito da neutralidade tecnolégica.
O discurso é que diferentemente do policial que faz uma ronda, o algoritmo néo ira selecionar
uma localidade para enviar viaturas baseado na raca ou na classe dos individuos que estéo ali.
Isso ndo passa de solucionismo tecnoldgico fantasioso, visto que 0s sistemas computacionais
podem absorver nos seus codigos os vieses raciais, de género, classe e sexualidade dos seus
desenvolvedores. Além disso, ignora como um sistema computacional ndo existe em um vacuo
e sim ira funcionar e acordo com a atividade a qual ele é aplicado e operar de acordo com as

estruturas politicas e sociais que informam sua operagéao.

Considerando as tecnologias até aqui mencionadas, é perceptivel como a neutralidade e
a objetividade sO existem como um discurso favorecedor de sua implantacdo, mas ndo se
encontra respaldo no mundo fatico. Ruha Benjamin indica como o mencionado banco de
membros de gangues da California, teve o nimero de 87% de pessoas negras e de origem latina,
mas também observou que muitos dos nomes ali era de bebés com menos de 1 ano de idade,
com alguns sendo até mesmo descritos como “autodeclarados membros de gangue”?%,
Benjamin aponta como as autoridades nunca explicaram como essa situacdo chegou a
acontecer, mas seria fruto de problemas com o codigo utilizado, na interpretacdo pelo sistema
dos nomes mais comumente utilizados por pessoas negras em bancos de dados. No que tange
ao policiamento preditivo, Jackie Wang?®’ cita o aplicativo PredPol, uma aplicagdo que utiliza
algoritmos originalmente desenvolvidos para prever abalos sismicos e que foi adaptado para
identificar areas urbanas mais suscetiveis a ocorréncia de crimes, utilizando os dados historicos
das proprias agéncias policiais. No entanto, essa maneira de aplicagdo dos dados ignora — ou

escolhe ignorar — como tais informacdes representam escolhas de politica criminal voltadas ao

285 OFFICE OF THE ATTORNERY GENERAL OF THE STATE OF CALIFORNIA. About the CalGang Unit.
In: Rob Bonta Attorney General. Disponivel em: https://oag.ca.gov/calgang Acesso em: 30 Margo 2022
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controle social de certos grupos, € no contexto de paises como Estados Unidos e Brasil, a

populagéo negra:

Mesmo que PredPol se apresente como racialmente neutro, seu tratamento do crime
como uma forga objetiva que opera de acordo com leis que governam fendmenos
naturais, como tremores subsequentes a um terremoto - e ndo como uma categoria
socialmente construida que tém significado somente em um contexto social
especifico - ignora a prévia racializacdo do crime, e especialmente a associagdo de
crime com negritude?®

Nesse contexto, a aplicacdo de reconhecimento facial em videomonitoramento
manifesta atualizacdo de praticas de vigilancia policial manuais ja existentes a séculos. Ela
passa a intermediar essas praticas a partir de softwares e algoritmos de visdo computacional, o
que sob o discurso do policiamento algoritmico levaria uma atividade policial de
monitoramento mais objetiva e neutra. Mas como ja elaboramos, reconhecimento facial carrega
uma série de problematicas raciais que promovem vieses e injusticas algoritmicas. Por outro
lado, aplicacdes de reconhecimento facial na estrutura do sistema penal também expressam uma
tecnologia que ndo pode ser objetiva e neutra, tendo em vista que esta sendo utilizado em uma

arquitetura com padrdo de operacao baseado na opressdo racial, de género, sexualidade e classe.

Um exemplo de como o discurso da objetividade é operado no uso policial de
reconhecimento facial estd na prisdo de Robert Williams pela policia de Detroit em 2021.
Williams, um homem negro, foi preso na frente de sua esposa e filhas mais novas, acusado por
roubar relégios de uma joalheria de luxo, passando a noite da prisdo. Sua prisdo ocorreu com
base no uso de um software de reconhecimento que comparou seu rosto com a filmagem das
cameras da joalheria, levando a uma correspondéncia. Durante seu interrogatorio, policiais
mostraram a foto do suspeito a qual Williams negou a ser dele, inclusive questionado se 0
policia achava que todas as pessoas negras sdo iguais, sendo respondido apenas que: “O
computador diz que ¢ vocé.” 28 Ou seja, 0 software cria uma presuncdo de legitimidade, a
priséo é realizada por ser um sistema computacional, e supostamente alheio da possibilidade de

errar, algo em desacordo com as garantias penais do Estado Democratico de Direito.

Um outro elemento essencial da atualizacdo tecnoldgica do reconhecimento facial esta

no que Jackie Wang?®® denomina como infraestrutura carceraria digital. Essa concepgéo seria

288 WANG, op. cit, p. 247 Tradug&o nossa.
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0 modo como o Estado de vigilancia se amplia atraves do territorio, podendo invadir cada vez
mais a vida cotidiana, podendo capturar mais nossos dados e maior capacidade de
processamento. Nesse mesmo sentido, em artigo sobre a vigilancia no espago urbano japonés e
0 impacto de novas solucdes digitais publicado ainda em 2007, David Murakami Wood, David
Lyon e Kyoshi Abe?®! observam que o uso de novas solugbes se caracteriza por serem
autdbnomas nas suas capacidades de identificacdo e verificagdo de pessoas e coletividades, com
aquisicdo e checagem automatica de dados em um amplo territorio. Por outro lado, uma outra
caracteristica é a integracdo, pelo modo como diferentes bancos de dados de diferentes
departamentos podem ser conectados e formar redes integradas, o que potencializa a capacidade
de vigilancia. Nesse sentido, a integracdo e a automacdo como caracteristicas das solucGes
digitais fundamentais permitem que o Estado construa arquivos mais completos sobre as

pessoas, e assim potencializar essa infraestrutura carceraria digital.

Essa ldgica é expressa no uso policial do reconhecimento facial, diante do fato que dados
utilizados para treinar esses sistemas séo fornecidos pela propria populacdo em redes sociais e
aplicativos, a0 mesmo tempo que o banco de dados contendo os registros visuais de quem é
vigiado tem como ponto de origem a prépria burocracia penal e a integracdo entre agéncias do
sistema penal. A integracdo é uma caracteristica fundamental para o uso de sistemas de
reconhecimento facial que sejam Uteis para o Estado para promocdo de suas atividades de
vigilancia. Por outro lado, a grande marca do reconhecimento facial é o fato que ele funciona
de forma cada vez mais autdbnoma, identificando e verificando identidades a partir do seu
componente biométrico, potencializando a capacidade do Estado de monitorar movimento
continuamente. O reconhecimento facial também mostra sua expansao ao ser instalado em ja
existentes sistemas de videomonitoramento nas cidades de todo mundo, expandido a
capacidade de vigilancia do Estado com maior integracdo entre as estruturas e automacéo na

sua funcionalidade.

Ao tratarmos sobre o policiamento algoritmo, indicamos como a implantacdo de novas
tecnologias carrega o discurso da modernizacdo do policiamento e do proprio espago urbano a
qual essa tecnologia € aplicada. Anteriormente, abordamos também como a prépria introdugéo
do videomonitoramento no Brasil, como explica Martha Mourdo Kanashiro®?, teve a

moderniza¢do como algo a ser vendido pelas empresas promotoras de aplicacdo da tecnologia,

21 WOOD, David Murakami, LYON, David, ABE, Kiyoshi. Surveillance in Urban Japan: A Critical
Introduction. Urban Studies, Vol. 44, No. 3, 551-568, Marco 2007

292 KANASHIRO Marta Mourdo Sorria, vocé esta sendo filmado: as cAmeras de monitoramento para seguranca
em Séo Paulo / Marta Mour&o Kanashiro. - - Campinas, SP: [s. n.], 2006.
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como parte dos ganhos. O mesmo acontece com o reconhecimento facial, como expressa Kelly
Gates?®®, ao abordar em sua obra a primeira experiéncia com reconhecimento facial em
policiamento nos Estado Unidos, em Ybur City, Fl6rida no ano de 2001, no qual a instalacéo
do reconhecimento chegou como elemento de modernidade e seguranca a localidade. Bianca
Kremer e Ramon Costa?®* apontam que aplicagio expressiva de tecnologias digitais na vida
social € acompanhada por justificagdes mercadoldgicas como aumento de seguranca, da maior
praticidade e conforto para consumidores, a0 mesmo tempo que irdo melhorar os servicos de

seguranca publica.

Esse discurso de modernizacdo e melhoria da seguranca publica através da tecnologias
acaba sendo um disfarce para possiveis violéncias que geraria. Nesse sentido, em contraponto
a esse discurso de neutralidade, integracéo e eficiéncia, esses artefatos reafirmam as velhas
praticas do sistema penal em face da populacdo negra e os territérios onde essa populagdo €
representativa. Em estudo da Anistia Internacional com foco no uso de reconhecimento facial
pela policia de Nova York realizado em 2021, a organizacdo identificou que havia 25 mil e 500
cameras no sistema de videomonitoramento na cidade e que em areas com maior concentracdo
dessas cAmeras havia maior risco de correr praticas de stop and frisk 2°°da policia nova iorquina.
Essas informacGes, ao serem colocadas ao lado de dados da prépria policia de que 59% das
pessoas paradas eram negras e 29% eram latinas em abordagens em 2019, apontam para a forma
como o videomonitoramento inteligente reafirma velhas préaticas de violéncia policial
discriminatoria. Como Matt Mahmoud, pesquisador da organizacdo, pontuou: “Nossa analise
mostra que o uso de reconhecimento facial pelo Departamento e Policia de Nova York reforca

policiamento discriminatorio contra minorias na cidade de Nova York™.

O que o paradigma do policiamento algoritmo informa é novamente o que abolicionistas
como Angela Davis?® tem abordado ha décadas: o sistema penal é uma estrutura em

permanente reforma. A penitencidria nasce na Europa como uma reforma de modelos de

293 GATES, op. cit. p. 89-91
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castigos e de vigilancia corporal, como bem expressa Foucault?®’, ao mesmo tempo que vem
para as Américas como uma reestruturacdo da arquitetura de vigilancia da populacdo negra.
Posteriormente, € introduzida a ideia da ressocializacdo e do sistema penal como uma estrutura
de correcdo de problemas sociais através da pena, em uma suposta humanizacéo da arquitetura
punitiva. O reconhecimento facial e outros artefatos que funcionam a partir do paradigma do
policiamento algoritmo entram nessa estrutura também como elementos reformadores,
permitindo uma maior capacidade de vigilancia. Além disso, agregam um discurso muito
particular sobre um sistema penal mais moderno, objetivo e neutro, e ideal para 0 mundo

neoliberal e do capitalismo de vigilancia.

2.2.2. Corpos negros como mercadoria e o0 policiamento no capitalismo de

vigilancia/dadocéntrico.

O uso do reconhecimento facial para policiamento (e outras praticas de monitoramento
por agéncias de seguranca) também deve ser caracterizado como um parte das ldgicas
comerciais do capitalismo centrado em vigilancia informacional e dados. Nesse sentido
voltamos aqui a discutir o reconhecimento facial a partir das l6gicas do capitalismo de
vigilancia, agora centrando em como o sistema penal é abordado por essas transformacdes.
Como explica Kelly Gates?®®, as aplicacdes do reconhecimento facial para vigilancia estatal,
em especial, policial e carceraria devem ser analisadas a partir da racionalidade neoliberal e nas

formas como mercado e Estado se encontram.

Gates®® explica que as empresas de tecnologias no ramo da identificacio digital
consideram o sistema penal e as agéncias de seguranca como a areas de migracdo. Trata-se de
um mercado de grande potencial para seus investimentos, tendo em vista que essas estruturas
ja possuem uma burocracia para capturas de fotos de rostos daqueles que atravessaram o seu
circuito policial e penitenciario. Como vimos anteriormente, agéncias policiais foram
mobilizadas a partir do século XVIII a promoverem a criagdo de verdadeiros bancos de
informacdes sobre suspeitos e pessoas capturadas como forma de administracdo policial e
penitenciaria, em especial, com uso o de biométricas como vimos na bertillonage. Ou seja,

essas estruturas tiveram um padrdo histoérico de uso de biométricas, especialmente registros

297 FOUCAULT, Michel. Vigiar e Punir: nascimento da prisdo. Petrépolis. Editora Vozes. 2002.
2% GATES, op.cit., p. 53-54
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fotogréficos dos rostos de suspeitos que fazia desse campo um espaco ideal para o uso de uma

tecnologia como o reconhecimento facial.

Essa visdo do sistema penal como potencial mercado para as grandes empresas expressa
muito bem como a racionalidade neoliberal resulta em uma interse¢éo entre agentes publicos e
privados. Mas ndo é sO isso que expressa a interagdo entre neoliberalismo e reconhecimento
facial. Ha também que se atentar para como essa solucdo tecnologica aplicada ao
videomonitoramento urbano lida com problemas laborais e de processamento de dados dessa
atividade. No que tange a area laboral, como explica Diego Oliva®®, o trabalho de
videomonitoramento comum utiliza operadores para observar e interpretar e responder com o
que é registrado pelas cameras, ou seja, 0 que é registrado s6 ha sentido ou significado pela
forma como os vigilantes observam e reagem a esse dado. Nesse mesmo sentido, Gates explica
que a aplicacdo do reconhecimento facial em videomonitoramento chega com a promessa de
retirar operadores humanos do trabalho continuo de percepcao e observacdo para um labor
interpassivo®®, no qual aqueles que operam o sistema somente precisam responder ao que

programas de computadores dizem.

Algoritmos estariam, entdo, a realizar o real trabalho de monitorar e detectar os alvos
dessas agéncias de seguranca que utilizam tais sistemas. Essa Ultima ldgica expressa elementos
caracterizadores da racionalidade neoliberal no uso de artefatos de reconhecimento, ao basear
essa vigilancia a partir dos signos da eficiéncia, do corte de gastos e da flexibilizacdo do
trabalho. Nesse mesmo sentido, o reconhecimento facial serviria como forma de lidar com o
grande volume de informacdo que é produzido por cameras implantadas para vigilancia. Nesse
cenario, o numero crescente de cameras instaladas requer o uma contratacdo expressiva de
operadores, 0 que vai de encontro a légica administrativa neoliberal, baseada no corte de gastos.
Assim, 0 reconhecimento adentraria como uma solucdo para o processamento de dados,

permitindo a reducdo de custos para o Estado.

Para o sistema penal, o reconhecimento facial serviria como meio de promover praticas
de identificacdo criminal de forma mais acessivel, distribuivel e, claro, mais eficiente e menos
custosa. Nos Estados Unidos, destaca-se o fato que os anos 90, tanto o Instituto Nacional de
Justica quanto o Departamento de Defesa promoveram fortes investimentos em tecnologias de

identificacdo facial. A entrada do reconhecimento facial nas policias é outra marca de como

300 OLIVA, 2013, p. 118
301 GATES, op. cit. p. 73
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setores privados e estatais se integravam para o uso dessa nova biométrica, demarcando a
racionalidade neoliberal aqui promovida. Nesse sentido, 0 que estamos tratando aqui é o uso de
reconhecimento facial como atividade comercial no qual os dados biométricos (o rosto) séo
elementos fundamentais. Bancos de dados serdo utilizados para construir esses sistemas, fotos
de rostos obtidos de diferentes formas por empresas de tecnologia para criar, treinar e testar
algoritmos de detecgdo, classificacdo, verificacdo e identificacdo facial. O que é vital
compreender, entretanto, é que o reconhecimento facial ndo existe sem um banco de dados de

pessoas a serem vigiadas, daqueles que devem ser monitorados, os alvos de suas aplicacdes.

Observa Gates**? como o reconhecimento facial foi promovido pelas agéncias policiais
estadunidense nos anos 90 sob a ideia de ser uma solucdo tecnoldgica de gerenciamento da
pungente populacdo carcerdria, continuando a velha missdo das biométricas no sistema
prisional de conectar corpos a identidades a partir da imposi¢do do rétulo criminal. Também
indica a autora a associacdo desse periodo com a Guerra as Drogas, tendo em vista que no ano
de 1993, houve a participacdo do Programa de Desenvolvimento Tecnoldgico contra as Drogas
no lancamento do programa governamental de Tecnologia de Reconhecimento Facial, o
FERET. Para as empresas, o periodo de hiperencarceramento representard um negdcio
comercial atraente, tendo em vista que o aparato repressivo penal nunca para de aumentar o
namero de registros visuais de rotos, desde os dias de Bertillon. O sistema penal € uma mina de

dados biométricos a serem minerados por corporagoes.

O fato que o contexto do desenvolvimento do reconhecimento facial envolve o
hiperencarceramento entre os anos 80 e 90 nos Estados Unidos implica em questionarmos o

que isso significa a partir de lentes raciais. Michelle Alexander®®3

afirma que a Guerra as Drogas
e 0 encarceramento em massa foi uma atualizacao estrutural da arquitetura estatal estadunidense
para manter o modelo de hierarquia racial nos Estados Unidos, no que ela denomina o Novo
Jim Crow. O reconhecimento facial aparece aqui como um auxiliar tecnoldgico para esse
sistema, indicando que o Novo Jim Crow descrito por Alexander estd bem acompanhado pelo
Novo Jim Code descrito por Ruha Benjamin®%4, Atentando para o contexto brasileiro, é

interessante notar que a importacdo e desenvolvimento interno de tecnologia também se
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SSALEXANDER, Michelle. A nova segregacdo: racismo e encarceramento em massa. Sdo Paulo, led.,
Boitempo, 2017.

304 BENJAMIN, 2020, n.p.



120

expressa no contexto de um periodo de hiperencarceramento e de uma politica criminal baseada

na Guerra as Drogas.

Mas analisar essa dinamica de uso de dados biométricos a partir de lentes raciais nos
leva a questionar uma outra faceta dessa arquitetura. Entendemos que no contexto do Atlantico
Negro, esse aparato funciona a partir de pulsées de reafirmacédo do terror racial. Nesse sentido,
o reconhecimento facial adentra o sistema penal como uma atividade comercial que tera os
corpos negros — suas faces — como alvos do seu monitoramento, como um recurso da sua
funcionalidade. Ndo h& como separar o fato que solucbes digitais de vigilancia como o
reconhecimento facial s&o um investimento comercial da constatacdo de que esses sistemas irdo
ser utilizados por agéncias policiais que tem a populacdo negra como alvo. Ou seja, aqui as
biométricas voltam para a intersecdo entre terror racial e exploracdo econdmica, seguindo o
mesmo padrdo que o ferro em brasa tinham no tréfico negreiro. Diante da renovacdo dessa
dindmica, é preciso refletir sobre a conexao entre epidermizacdo digital e a criminalizacdo da

populacdo negra.

2.2.3. Epidermizacéo digital, reconhecimento facial e a criminalizagéo a partir dos signo da

raca.

Ao serem implantados por agéncias policiais de paises como Estados Unidos e Brasil,
estados-nacdes no qual o sistema penal foi estruturado para manutencdo da branquitude e do
terror racial antinegro, ndo ha como ndo analisar o reconhecimento facial policial como uma
pratica comercial estruturada pelo racismo. Na escravatura, fundou-se um sistema comercial no
qual as biométricas cumpriram o papel de marcar o(a) africano(a) sequestrado como um ser-
mercadoria. Naquele contexto, o signo “negro” foi utilizado para marcar a condi¢do de
mercadoria e de objeto, impondo a fronteira do ndo-ser para os africanos sequestrados e seus
descendentes cativos no processo de epidermizacdo. O monitoramento com base em elementos
identificados do corpo ndo é somente um modo de gerenciamento das hierarquias raciais e a
espoliacdo. Ele também (re)produz fronteiras raciais que fundam essas estruturas, ou seja,

instaura a vigilancia racializadora.

Como ja pontuamos, a histdria das agéncias penais no Atlantico Negro é marcada por
uma série de biométricas e outros artefatos sendo utilizados para produzir a correlacéo entre o
signo do criminoso com a negritude, marcando o corpo de maneira similar ao que o ferro em

brasa fazia durante os tempos do tréfico negreiro e da escravatura. A nova formatagdo da
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epidermizacdo, agora digital, tem sua l6gica informada por novas tecnologias, especificamente
algoritmos e agora com biométricas digitalizadas, com nossas faces e impressdes digitais sendo
anexadas em grandes bancos de dados. A forma no qual o processo de racializacdo e
reafirmacdo de fronteiras raciais é intermediado por solucdes digitais estd nas mais variadas
facetas da vida e, claro, ird encontrar manifestacdo no sistema penal, uma estrutura que é o
centro do terror racial. Tornozeleiras eletronicas, bancos de dados, solugbes preditivos
expressam esse padrdo. Compreendemos aqui o reconhecimento facial como parte desse
conjunto de tecnologias que reafirmam o processo de racializacdo a partir do signo do
criminoso, tendo o rosto como uma impressdo biométrica digitalizada que informa a

epidermizacéo.

Em primeiro lugar, é importante tratar como 0 uso desses sistemas para
videomonitoramento dependem de um prévio arquivo de pessoas a serem monitoradas. Kelly
Gates explica que a capacidade da biometria facial alcancar individuos em uma multiddo e
assim identificar depende do dimenséo e das condi¢des dos bancos de alimentam esse sistema.
Quanto mais integrados e maiores 0s bancos de dados, maior a capacidade de monitoramento,
mas também quanto maiores especificidades das categorizacdes envolvidas, mais calibrado
estard um sistema para operar de acordo com as intengdes dos seus operadores. Um banco de
dados de monitorados funciona a partir de categoriza¢des, identificando aqueles que serdo
vigiados e identificados, e é a partir desse processo que presuncdes especificas e pré-
determinadas da identidades sdo monitoradas. Nesse sentido, essas presungdes podem ser
informadas pelas dimensdes de raca, sexualidade, classe e territério, 0 que serd incorporado

pelo sistema de vigilancia.3®

N&o ha maior exemplo disso do que uma biometria facial que funciona a partir de bancos
de dados criminais. Esses utilizam um conjunto histérico de informac@es das agéncias policiais
para construir seus bancos de dados de monitorados irdo sem duvida absorver as escolhas de
politica criminal refletidas nesse padréo estatal de vigilancia. Como explicam Garvie, Bedoya
e Frankle3%, o reconhecimento facial somente pode identificar pessoas que ja estdo no seu
banco de dados e como os bancos de dados policiais sdo alimentados por arquivos de
identificac&o racial, as disparidades raciais existentes nesses arquivos irdo fazer pessoas negras

mais faceis de encontrar em comparagdo a outros grupos. No Capitulo anterior, abordamos
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como no Brasil do p6s-88, os nimeros do encarceramento expressam um maioria absoluta de
pessoas negras, a0 mesmo tempo, que a técnica policial da abordagem nas ruas — especialmente
a que envolvem violéncia — também tendem a afetar pessoas negras. Se a entrada de pessoas no
circuito penal representam o fornecimento de dados que vai alimentar esse sistema, iSSO
expressa que o banco de dados associado a essa estrutura vai reproduzir o padréo historico
desta. Assim, o resultado de décadas de perseguicdo e violéncia policial contra populacéo negra
torna-se a garantia do futuro dessa légica de terror, com o passado se afirmando no futuro numa

efetivacdo biométrica e digital do aléem-vida da escravatura.

Em paises como Brasil e Estados Unidos, isso significara a entrada da tecnologia em
uma politica criminal que tem como principais alvos pessoas negras e outros grupos étnico-
raciais identificados historicamente como perigosos. Em estudo anual realizado em 2016, citado
por Joy Buolamwini, foi descoberto que mais de cem departamentos de policia dos Estados
Unidos, individuos afro-estadunidense tem mais chances de serem parados por policiais e serem
sujeitos a pesquisas de reconhecimento facial que individuos de outra origem étnica.>°” Nesse
sentido, o reconhecimento facial vem para reafirmar o modus operandi antinegro da maquina
penal no Atlantico Negro, fornecendo um caréater high tech para um conjunto de préticas que

foram semeadas no convés dos navios negreiros.

Do outro lado da aplicacdo de solugbes digitais, o reconhecimento facial tem
potencialmente vieses raciais que levam softwares a terem problemas para identificar pessoas
negras. Em 2012, um estudo realizado pelo FBI testou trés algoritmos comerciais utilizados
para policias das cidades de Los Angeles e Maryland, além dos estados de Michigan e
Pennsylvania, assim como vinte-oito agéncias policiais do Condado de San Diego. Todos 0s
trés algoritmos foram avaliados como sendo de 5 a 10% menos precisos em afro-estadunidenses
do que caucasianos, o que levaria a uma maior tendéncia a erros para esse grupo demografico.
O estudo também indicou que mulheres e jovens tem menos acuidade quando comparados a
homens e pessoas mais velhas, respectivamente. As consequéncias desse problema para o uso
policial sdo de pessoas negras terem uma tendéncia maior a entrarem em contato com a

arquitetura penal:

Dependendo como o sistema é configurado, esse efeito pode levar a policia a errar na
identificacdo do suspeito e investigar a pessoa errada. Muitos sistemas retornam com
um top de melhores resultados mesmo que esses sejam bastante ruins. Se o suspeito é
afro-estadunidense invés de caucasiano, o sistema tem mais chances de erroneamente
falhar na identificacdo da pessoa certa, potencialmente levando pessoas inocentes a
subirem na lista — possivelmente podendo até serem investigadas. Mesmo que 0

37 BUOLAMWINI, 2017, p. 13
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suspeito seja simplesmente desca alguns lugares na lista, isso ainda significa que para
0 sistema de reconhecimento facial, pessoas inocentes vdo parecer melhores
resultados. 308

A consequéncia para o uso policial de reconhecimento facial com vieses raciais em seus
softwares é uma maior probabilidade de falsos-positivos para pessoas negras monitoradas, ou
seja, pessoas que nao necessariamente passariam pelos circuitos do sistema penal durante toda
a sua vida. Em suma, em contraponto ao discurso de neutralidade e de maior objetividade
comparada, a entrada do reconhecimento repete as logicas de policiamento que coloca o negro
como alvo perigoso a ser capturado e identificado pela sua biometria facial. Aqui o
reconhecimento facial ndo funciona tdo diferente quanto um policial que aborda um rapaz negro
na rua e decide prendé-lo porque ele “parece suspeito”, essa logica s6 ¢ agora transportada para

um circuito camera-computador e bancos de dados.

Nesse sentido, Kelly Gates®® também explica como a aplicagdo do reconhecimento
facial nesses casos se conecta a um discurso de seguranca publica baseado na oposi¢do de uma
maioria titular de direitos e uma classe de criminosos perigosos. Em seu estudo sobre Ybur
City, Gates observa como o discurso a favor da tecnologia baseava-se em um controle da massa,
da multiddo e na busca de identificacdo de identidades perigosas: “(...) particularmente nas
discussdes sobre a necessidade de reconhecimento facial, a multiddo era descrita como
‘individuos perigosos’ — ladrdes, traficantes e especialmente, predadores sexuais — que
enganavam a policia e cagavam os inocentes.” Portanto, 0 uso do reconhecimento facial em
seguranga publica também ¢ acompanhado por um discurso de “nds versus eles”, de oposi¢ao
entre os inocentes e cidaddos contra aqueles que violaram a lei e que estavam se escondendo na

massa, devendo ser, por isso, identificados e controlados.

O discurso de promover seguranca para a populacdo a partir de solucdes digitais
continua presente e é possivel observéa-lo na resposta dada pelo prefeito de Nova York, Eric

Adams, em uma coletiva de imprensa em Janeiro de 2022:

Vamos continuar indo em frente com o uso das mais novas tecnologias para identificar
problemas, seguir pistas e coletar evidéncia— do reconhecimento facial para novas
tecnologias que podem identificar pessoas carregando armas, nés vamos utilizar
qualquer método disponivel para manter nossa populagdo em seguranga.®*°

38 GARVIE, BEDOYA, FLANKE. op. cit. Tradugio nossa.

309 GATES, op. cit. p. 91

310 ALFONSECA, Kiara EL BAWAB, Nadine. More facial recognition technology reported in non-white areas
NYC: Amnesty International. Abc News, 14 Fevereiro 2022. Disponivel em:< https://abcnews.go.com/US/facial-
recognition-technology-reported-white-areas-nyc-amnesty/story?id=82798528> Acesso em: 14 Marco de 2022.
Traducéo nossa.
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Percebe-se assim, como h& uma grande adesao a esse modelo de vigilancia, tendo em
vista o solucionismo tecnoldgico que envolve sua adocdo e a relacdo que é feita entre esse a
sensacdo de seguranca. Mas o que esse discurso esconde é que o préprio sistema penal e suas
praticas de vigilancia sdo produtoras de inseguranca, especificamente para pessoas negras.
Nesse sentido, destaca-se como a implantacdo do reconhecimento facial para
videomonitoramento policial significa atualizar tecnologicamente praticas de terror racial,
como aquelas que ocorrem em abordagens policiais. J& apontamos em referéncia a pesquisa
“Negro trauma” como a raca informa a préatica de abordagens policiais em face da populacéo
negra em maior quantidade do que pessoas ndo negras.’'!Pelo discurso das autoridades
policiais, as abordagens policiais se tornariam mais justas com o uso do reconhecimento facial,
por serem mais objetivas. Essa afirmagdo ndo se sustenta quando confrontada com a

problematica de vieses raciais e injusticas algoritmicas da tecnologia explicadas anteriormente.

Por outro lado o uso de dados histéricos no software representa que a tecnologia so vai
repetir o que ja é praticado por policiais, modificando a eficiéncia e a extensdo da capacidade
de vigilancia do Estado, ou seja, resulta em um nimero maior de pessoas monitoradas entrarem
no radar da violéncia estatal. Novamente, retornamos ao caso de Robert Williams em 2021, em
que sua prisdo foi realizada na frente da familia, seguidamente algemado e levado a passar a
noite em uma delegacia, com nenhuma prova além de um reconhecimento facial que agora

intermedia praticas nada novas de controle policial da populacéo negra.

H& ainda que se considerar possibilidades do uso do reconhecimento facial para a
producdo do terror racial pode ser marcado por intencionalidades de perseguicao especifica.
Em 7 de Agosto de 2020, Derrick Ingram, 28 anos, ativista do Black Lives Matters foi preso
por mais de cinquenta policiais de Nova York, com uso de um helicoptero, que cercaram seu
apartamento no bairro de Hell’s Kitchen. O motivo da prisdo seria o fato de Ingram ter gritado
utilizando um megafone no ouvido de um policial em um protesto contra brutalidade policial
em Junho daquele ano. Ingram foi identificado e encontrado pela policia utilizando o sistema

de reconhecimento facial, gragas a uma foto postada na rede social Instagram.!2

311 RAMOS, Silva. Negro trauma: racismo e abordagem no Rio de Janeiro. CESeC, Rio de Janeiro, 2022.

312 JOSEPH, George, OFFENHARTZ, Jake. NYPD Used Facial Recognition Technology In Siege Of Black Lives
Matter Activist’s Apartment. Gothamist, 14 Agosto 2020. Disponivel em:< https://gothamist.com/news/nypd-
used-facial-recognition-unit-in-siege-of-black-lives-matter-activists-apartment> Acesso em: 31 Marc¢o 2022
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Esse relato abre caminhos para reflexdes a partir de lentes raciais em outros sentidos do
que foi discutido até aqui, expondo como tecnologias de reconhecimento facial podem se tornar
instrumentos utilizados pelas agéncias policiais para persegui¢des politicas contra movimentos
de luta antirracista, em um caminho semelhante de como anteriores tecnologias auxiliaram
medidas autoritarias — sejam em democracias ou em ditaduras — contra articulagGes politicas

negras.

O caso também expressa como sistemas de reconhecimento facial funcionam a partir de
redes de arrasto de informagcdes. Nesse sentido, Samuel Oliveira®!® explica como novas préticas
de vigilancia em um mundo no qual dados pessoais e informacgdes sdo compartilhadas
constantemente e assim, um elemento especifico obtido acaba arrastando toda uma carga
informacional. No caso de Ingram, sua postagem na rede social foi a fonte para que, com o uso
do reconhecimento facial, os agentes policiais monitorassem seus movimentos, obtivessem seu
endereco e promovessem a opera¢do. Essa capacidade de obter dados biométricos da populagéo
negra para uso policial do reconhecimento facial abre a porta para uma série de possibilidades
de violéncias a serem infringidas a essa populacdo em face do histérico das agéncias policiais

no contexto do Atlantico Negro.

Diante dessas experiéncias, ha varias instancias das violac@es de direitos fundamentais
como a protecdo de dados e privacidade, e os riscos de discriminacdo algoritmica levaram a
proibicdo do reconhecimento facial no cenario internacional, seja por decisfes judiciais ou
inciativas legislativas. No Reino Unido, em caso da Corte de Apelagdes,'* foi considerado o
uso de reconhecimento facial pela Policia de South Wales estava em desacordo com a
Convencdo Europeia de Direitos Humanos em seu artigo 8%1° e com o Ato de Equidade de

201038, Destaca-se o fato que a decisdo judicial também considerou que o Relatério de Impacto

13 OLIVEIRA, op. cit. p.109

314 UNITED KINDGOM. R (on the application of Edward Bridges) vs South Wales Police. EWCA Civ 1058.
Royal Courts of Justice, 11 Agosto 2020. Disponivel:< https://www.judiciary.uk/wp-content/uploads/2020/08/R-
Bridges-v-CC-South-Wales-ors-Judgment.pdf> Acesso em: 18 Novembro 2022.

315 A Corte entendeu que o sistema utilizado violava a protecdo da convencdo ao direto a privacidade, conforme a
leitura do artigo mencionado: Convencao Europeia de Direitos Humanos, Artigo 8. Direito ao respeito pela vida
privada e familiar 1. Qualquer pessoa tem direito ao respeito da sua vida privada e familiar, do seu domicilio e
da sua correspondéncia. 2. Ndo pode haver ingeréncia da autoridade publica no exercicio deste direito senédo
guando esta ingeréncia estiver prevista na lei e constituir uma providéncia que, numa sociedade democratica,
seja necessaria para a seguranga nacional, para a seguranga publica, para o bem-estar econémico do pais, a
defesa da ordem e a prevengdo das infraccdes penais, a proteccdo da salde ou da moral, ou a protec¢do dos
direitos e das liberdades de terceiros.

316 O Equality Act 2010 é um instrumento que tem o objetivo de reducéo de desigualdades sociais e econémicas,
além de enfrentar discriminagdo e abuso contra certas pessoas e grupos sociais. No caso em questdo, a Corte
entendeu que o uso do reconhecimento estava em desacordo com o dever de ndo-discriminacdo da autoridade
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a Protecdo de Dados (Data Protection Impact Assessment) ndo estava de acordo com o Ato de
Protecdo de Dados de 2018, expondo como esse instrumento pode ser utilizado para apontar

possiveis violagdes.

Nos Estados Unidos, ficou marcado o banimento da tecnologia em diversas cidades,
como San Francisco (2019), Oakland (2019) e Berkley (2019), além da morat6ria do uso de
reconhecimento facial cAmeras corporais de policiais em Sacramento (2020).%!’ Essas e outras
iniciativas nos Estados Unidos € o resultado de uma coalizacdo de diversos movimentos para a
mitigacdo de violagdes decorrentes do uso, assim como o banimento nacional da tecnologia e
tem como maior representacdo a campanha Ban Facial Recognition, inclusive com um projeto
de lei federal sob o titulo “Ato para o Fim da Vigilancia Biométrica em Seguranca

Publica”(Stop Biometric Surveillance by Law Enforcement Act).

Em junho de 2020, a Amazon proibiu por um ano o uso da sua ferramenta Rekognition
pelas policias estadunidenses, diante de possiveis falhas do equipamento que levariam a
analises parciais na operacdo policial. Essa suspensdo foi prorrogada em 2021 e a empresa
indica que o governo norte-americano deve regular a utilizagdo do reconhecimento facial.
Gigantes da tecnologia como a IBM e a Microsoft também mantém suspensdo semelhante com
base na mesma motivacdo.3'® E importante indicar que essa atuacdo empresarial foi resultado
de mobilizacdo social para banimento do reconhecimento facial, a exemplo da carta escrita por
35 organizacgdes de direitos civis a Jeff Bezos — presidente executivo da Amazon — para que a
empresa suspendesse a comercializa¢do do produto Rekognition para departamentos de policia

em maio de 2018.31°

Expondo a preocupagdo internacional com o tema, o Conselho de Direitos Humanos da
Organizagdo das NacGes publicou em Setembro de 2021 um relatério intitulado “O direito a

privacidade na era digital”®?° no qual aponta a preocupagio com a expansio do uso pelo Estado

publica, conforme define a Secéo 149 do instrumento. In: REINO UNIDO. Equality Act 2010. legislation.gov.uk.
Disponivel em:< https://www.legislation.gov.uk/ukpga/2010/15/contents> Acesso em: 18 Novembro de 2022

317 OAKLAND PRIVACY. Facial recognition (Ongoing). Oakland Privacy. Disponivel em:<
https://oaklandprivacy.org/facial-recognition-ongoing/> Acesso em: 18 Novembro de 2022.

318 |AM, Lauro. Amazon prorroga proibicdo do uso de reconhecimento facial pela policia dos EUA. In: Olhar
Digital, 31 Maio 2021. Disponivel em:< https://olhardigital.com.br/2021/05/31/pro/amazon-prorroga-proibicao-
do-uso-de-reconhecimento-facial-pela-policia-dos-eua/> Acesso em: 19 Novembro 2022

319 ROSENBERGG, Tracy. 35 Civil Rights Organization Tell Amazon To Get Out of The Facial Recognition.
Oakland Privacy, 22 Maio 2018. Disponivel em:< https://oaklandprivacy.org/35-civil-rights-organizations-tell-
amazon-to-get-out-of-the-facial-recognition-business/> Acesso em: 19 Novembro 2022

320 UNITED NATIONS HIGH COMISSIONER FOR HUMAN RIGHTS. The right to privacy in the digital
age. HRC 48/31, 13 Setembro 2021. Disponivel em:<
https://www.ohchr.org/sites/default/files/rHRBodiessfHRC/RegularSessions/Session48/Documents/A_HRC 48 3
1 AdvanceEditedVersion.docx> Acesso em: 19 Novembro 2022
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e o setor privado de inteligéncia artificial, destacando praticas de perfilamento, decisGes
autdbnomas e aprendizagem em maquina. O relatorio destaca como essas tecnologias podem
representar uma ameaca ao direito a privacidade e seu corolarios, apresentam opacidade
inerente a inteligéncia artificial que leva a questdes sobre transparéncias das praticas, e claro,
0s riscos de promover ou realgar discriminacdo por causa de vieses imbricados nos dados
utilizados. Com base nos achados do relatoério, a Alta Comissaria para Direitos Humanos das
Nacdes Unidas, Michelle Bachelet apontou para necessidade de uma moratéria na venda e uso
de sistemas de inteligéncia artificial que posam riscos aos direitos humanos até que haja

garantias de ndo-violagdo de direitos, incluindo aqui o reconhecimento facial. 32

Apesar das problematicas do reconhecimento facial nas méos de policias no Atlantico
Negro terem semelhancas, fica a necessidade de apontar as particularidades da implantacéo
desses sistemas no Brasil. Diante das elaboragdes aqui abordadas, é necessario entender o
contexto brasileiro de recepgdo, implantagdo e questionamento das tecnologias de
reconhecimento facial e seu uso policial. Dessa forma, descreveremos como o Estado Brasileiro
e as agéncias penais nacionais e locais tem promovido a aquisicdo de softwares de
reconhecimento facial, apesar das denuncias e criticas de articulagbes politicas, incluindo ai o
movimento negro. Dessa maneira, também podemos tensionar como o ordenamento juridico
brasileiro interage com essa tecnologia, especialmente com o potencial discriminatorio
encontrado nelas. E desse modo, finalmente poder realizar uma andlise do sistema de

reconhecimento facial utilizado na Babhia.

%21 OFFICE OF THE HIGH COMISISONER FOR HUMAN RIGHTS. Atrtificial intelligence risks to privacy
demand urgent action. In: United Nations Human Rights — Office of High Commissioner, Press Releases, 15
Setembro 2021. Disponivel em:< https://www.ohchr.org/en/2021/09/artificial-intelligence-risks-privacy-demand-
urgent-action-bachelet> Acesso em: 19 Novembro 2022
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3. RECONHECIMENTO FACIAL NA BAHIA: TERROR RACIAL ENTRE
INOVACOES, PERMANENCIA E EXPANSAO

3.1. Localizando a discussdo: Brasil e o reconhecimento facial

Chega o momento dessa dissertacdo de concentrar as discussdes do uso do
reconhecimento facial na realidade brasileira, tendo em vista nossas especificidades politicas e
juridicas, sobretudo diante das particulares da questdo racial nessa terra. Para alcancar nosso
objetivo, realizaremos duas tarefas abordando a implantacdo dessas tecnologias no territério
nacional. Em primeiro lugar, busca-se realizar uma abordagem geral sobre a introducdo da
biometria facial no pais, com um maior foco nas aplicacGes para seguranca publica, expondo
como o Estado brasileiro em todas as suas esferas caminha para utilizagdo generalizada da
tecnologia. Em segundo lugar, abordaremos de forma breve o ordenamento juridico brasileiro,
apontando dispositivos que podem atravessar a questdo da aplicacdo de reconhecimento facial,

enfatizando também projetos legislativos que pretendem regular sua aplicacao.

3.1.1. Reconhecimento facial no Brasil e seguranca publica

A década de 2010 no Brasil representou uma guinada do pais ao uso do reconhecimento
facial marcada pela conjungéo entre Estado e iniciativa privada, com seu uso em diversas
atividades. Em pesquisa realizada pelo Instituto Igarapé no ano de 2019%??, ficou demonstrado
um crescimento continuo de aplicacdes de reconhecimento facial desde o ano de 2011, com a
pesquisa identificando 47 casos publicamente reportados de implantacdo de reconhecimento
facial no pais entre esse marco inicial e 2019. Entre essas iniciativas, o lgarapé encontrou quatro
areas principais de uso da tecnologia: 21 iniciativas na rea de transporte; 13 em seguranca
publica; 5 em educacdo e 4 em controle de fronteiras. Estamos tratando de uma gama de
atividades que vai da autenticacdo de gratuidade em transporte publico ou sistemas de
monitoramento de escolas para comprovar a entrada e saidas de alunos. Ha uma tendéncia
crescente do uso do reconhecimento facial em atividades essenciais para a vida do brasileiro

que é marcada sobretudo pelo papel ativo do Estado na sua promogéo.

322 INSTITUTO IGARAPE. Reconhecimento facial no Brasil. Instituto Igarapé. 2019. Disponivel em:<
https://igarape.org.br/infografico-reconhecimento-facial-no-brasil/> Acesso em: 25 Abril 2022
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Maria Rafaela Silva e Joana Varon®Z no relatério da entidade Coding Rights identificam
a tendéncia crescente do governo brasileiro em utilizar softwares de reconhecimento facial para
autenticacdo de identidades. Ha varios exemplos dessa tendéncia, como a Carteira Nacional de
Habilitacdo (CNH) e os servicos utilizados por brasileiros através da plataforma MeuGov que
envolvem direitos e beneficios junto ao Instituto de Seguridade Social (INSS), a Receita
Federal, o0 MEI e o proprio ENEM. Ou seja, areas essenciais como a seguridade social, a
educacdo, o trabalho, a mobilidade e até mesmo a educacéo tem seu alcance delimitado por

uma biométrica facial.

Expressando o papel do Estado brasileiro em promover o uso do reconhecimento facial
esta o Servico Federal de Processamento de Dados (SERPRO) %24, empresa publica criada em
1964 com funcdo de modernizacédo e agilizacdo dos sistemas de dados da Unido. Com o tempo,
suas atividades passaram a ser ndo s6 a promocao de solucdes de transparéncia, mas também a
implantacédo de tecnologias para servigos do Estado. A empresa oferece servicos especializados
e softwares para o setor publico, mas também tem negdcios com entidades do setor privado .
Em seu site®?®, a SEPRO apresenta como missdo da empresa a conexdo entre o Estado e a
sociedade a partir de solugdes digitais inovadoras, incluindo aqui a construgdo e venda de

softwares de reconhecimento facial.

Diversos servicos publicos utilizam o reconhecimento facial da SEPRO, a exemplo do
DataValid, o BioValid, a Carteira Digital de Transito, o CPF-Digital, o Acesso Gov Br, Id
Estudantil e o Embarque Seguro. O servico Biovalid, a exemplo, é uma solucdo de
reconhecimento facial para validacdo biométrica em celulares que compara a imagem retirada
no celular com aquelas no banco de dados do DENATRAN. O Datavalid, por outro lado, € um
servico ainda mais abrangente pois coaduna validacdo biométrica para pessoas fisicas com a
validacdo de informacBes pessoais, documentais e juridicas, utilizando os bancos de dados

governamentais para registros como CPF, CNPJ e CNH.

O relatorio tambem destaca que foram nos aeroportos em que pode ser verificado a
primeira onda de implementac&o do reconhecimento facial no Brasil, indicando que até agosto

de 2020, 15 aeroportos internacionais brasileiros ja haviam adotado essa tecnologia. A entidade

323 SILVA, Mariah Rafaela; VARON, Joana. Reconhecimento facial no setor publico e identidades trans:
tecnopoliticas de controle e ameaca a diversidade de género em suas interseccionalidades de raca, classe e
territdrio. Rio de Janeiro: Coding Rights, 2021.,

324 GOGONI, Ronaldo. O que é Serpro. Tecnoblog, 2020. Disponivel em:< https://tecnoblog.net/responde/o-que-
e-serpro/> Acesos em: 28 Abril 2022

325 SERPRO. A empresa. Portal da Serpro. Disponivel em:< https://www.serpro.gov.br/menu/quem-somos>
Acesso em: 28 Abril 2022.
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destaca que isso nédo deve surpreender diante de como aeroportos funcionam como estruturas
de controle de fronteira e de fluxo migratérios. Essa forma de controle, com utilizacdo de
reconhecimento facial ou ndo, sera definida pela operacdo dos marcadores de diferenca que
condicionam as atividades para definir quem pode passar ou quem € engado acesso ao pais. O
uso do reconhecimento facial em aeroportos expressa atualizacdo do complexo de vigilancia,
algo que pode acontecer com a implantacdo da plataforma Embarque+ Seguro, desenvolvido
pelo SEPRO em parceria com o Ministério da Infraestrutura, lancado no ano de 2021. O projeto
consiste em um sistema de reconhecimento biométrico facial que valida a identidade do viajante
a partir de selfies retirados na hora do check-in, comparando com os bancos de dados do
DENATRAN e do Barramento SGD (Tribunal Superior Eleitoral). O aeroporto, como um
espaco definitivo de vigilancia e controle de fluxos, demonstra como o reconhecimento facial
tem como base 0 acimulo em massa de dados pessoais sustentado por conexdes entre grandes

bases de dados.

Diante dessa realidade, o mencionado relatério também questionou o compartilhamento
de dados realizados a partir das operacdes da SERPRO em conjunto com o Mercado e quais
seriam 0s riscos para a seguranca dos dados de brasileiros. Em reposta, a empresa justificou
que agentes privados ndo tem acesso direto aos bancos de dados governamentais e que todo o
processo de construcdo dos softwares é realizado na central de dados da SERPRO, sem
interferéncia desses clientes. Mas como fica destacado no relatério, as praticas da SEPRO estdo
caracterizadas pela auséncia de transparéncia de suas atividades e do modo de tratamento dos
dados, além da auséncia de consentimento no uso dos dados biométricos de milhdes de

brasileiros para desenvolvimento de solucGes de reconhecimento facial para o mercado.

O desenvolvimento da tecnologia pelo Estado brasileiro € definido pela sua interacdo
com o caréater neoliberal e dadocéntrico das novas tecnologias. O fato que seus servigos também
sdo fornecidos para empresas expressa a flexibilizacdo das fronteiras entre o publico e privado
gue caracterizam o neoliberalismo e seu papel de sustentaculo para o desenvolvimento do
reconhecimento facial. Nessas dindmicas, os dados biométricos de uma populagdo serem
utilizados em uma atividade comercial implica em transformar o corpo em matéria prima a ser
explorada. A face é um ativo de rentabilidade, sob a rota do capitalismo dadocéntrico, abordado
por Morozov3%8, expressando como as praticas de vigilancia algoritmica se tornam essenciais

paraa circulacdo de capital em um sistema econémico cada vez mais baseado no fluxo de dados

326 MOROZOV Evgeny. Big tech: a ascensdo dos dados e a morte da politica. Ubu Editora, Séo Paulo, 2016, p.
33-34.
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pessoais. *2’ Como vimos a partir de Kelly Gates®?8, essa coadunagao neoliberal entre privado
e publico assiste na proliferacdo de iniciativas do reconhecimento facial, entre corporacgdes e 0

setor publico, fendbmeno na emergéncia das primeiras aplicaces do reconhecimento facial.

Os falsos positivos também aparecem como problematica quando se aborda a SEPRO.
Em resposta a Coding Rights, a empresa publica afirmou ndo ser possivel prover estatisticas
sobre falsos positivos em reconhecimento facial pois seria necessario monitorar dados enviados
aos seus clientes. Mas como o préprio relatério contra-argumenta, a SERPRO poderia ter
realizados testes primarios com seus proprios sistemas e disponibilizar os resultados para a
sociedade civil, efetivando de tal maneira os principios da publicidade e transparéncia na
Administracdo Publica. Nesse sentido fica dificil verificar a existéncia de vieses raciais, de
género e outros marcadores de diferenca estarem sendo importados para os sistemas de

reconhecimento facial produzidos pela SERPRO.3%°

No capitulo anterior, exaustivamente exploramos como sistemas de reconhecimento
facial podem incorrer em erros por vieses raciais. Seguindo esse raciocinio, sua extensa
aplicacdo no setor publico possibilita o surgimento de barreiras para acesso de direitos
fundamentais para a populacdo negra ja vitima de uma série de sabotagens resultantes do
racismo estruturante da burocracia estatal. Fronteiras raciais aqui se expressam nessas negativas
biométricas de acesso, a exemplo de uma pessoa negra potencialmente ter seu check in no
aeroporto dificultado por um falso-positivo ou acesso a um beneficio assistencial ser bloqueado
ou obstado pela biometria ndo conseguir identificar o rosto. Aqui os algoritmos ressoam as
vozes da branquitude ao dizer que “Vocé ndo tem um lugar aqui” em uma versao biométrica e

computadorizada da negac¢édo da cidadania e na reafirmacdo do processo de racializacao.

Considerando essa dimenséo da vigilancia racializadora em sua interface com o poder
publico, é importante pontuar que a seguranca publica é grande destinataria dessas iniciativas
de reconhecimento facial semelhantes a SEPRO.3¥ Ora, estamos falando das estruturas do
Estado brasileiro operadas para afirmar a ndo-cidadania e promover criminalizagdo. O terror
racial necessita de uma arquitetura de vigilancia a ndo sé possibilitar suas atividades, mas

reafirmar as logicas do racismo antinegro de imposi¢do do “ndo-cidadania” e “ndo-

327 ZUBOFF, Shoshana. Big Other: capitalismo de vigilancia e perspectivas para uma civilizagdo da informag&o.
In: Tecnologias da vigilancia: perspectivas da margem. Editora Boitempo, S&o Paulo, p. 17-69, 2018.

328 GATES, Kelly. Our biometric future: facial recognition technology and the culture of surveillance. New York
University Press, New York, and London, 2011.

329 SILVA, VARON, op. cit. p.

330 dem. Ibidem.
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humanidade”, das zonas do ser e do ndo ser 3. E nesse contexto de um sistema penal produtor
de violéncia e vulnerabilidade da populagdo negra, que sistemas de reconhecimento facial

introduzidos e aplicados.

Assim como nas outras aplicacbes da tecnologia, 0 Governo Federal também tem um
papel ativo na implantagdo do reconhecimento facial na area da seguranca publica. Em 24 de
Outubro de 2019, o entdo Ministro da Justica e Seguranca Publica Sérgio Fernando Moro editou
a Portaria n. 793%3* que com objetivo de regulamentar *(...) o incentivo financeiro das a¢oes do
Eixo Enfrentamento a Criminalidade Violenta, no &mbito da Politica Nacional de Seguranca
Publica e Defesa Social e do Sistema Unico de Seguranca Publica, com os recursos do Fundo
Nacional de Seguranga Publica (...)”. Em seu artigo 4, §1°, a Portaria coloca a necessidade de
reaparelhamento e modernizagdes do sistema de seguranca publica brasileiro como uma das
acdes principais no combate a criminalidade violenta, apontando como uma das linhas de acdo
o fomento ao reconhecimento facial, a sistemas de reconhecimento 6ptico de caracteres e uso
de tecnologias de inteligéncia artificial. A Portaria também menciona a implantacdo, ampliacédo
e integracdo de sistemas de identificacdo multibiométrico, assim como estruturacdo da Rede

Integrada de Bancos de Perfis Genéticos.

H& uma insidiosa compreensdo da solugdo tecnolégica como o caminho para o
aperfeicoamento da repressdo, algo que se traduz no paradigma do policiamento algoritmo.
Importante mencionar que apesar da extensiva indicacdo do uso de novas tecnologias na
Portaria n. 793/2019, ndo ha nenhuma mencéo sobre medidas de combate e controle de possivel
discriminacdo e injusticas algoritmicas associadas a essas ferramentas. Dessa forma, percebe-
se como a politica do Estado brasileiro em implantar essas tecnologias ja se caracteriza por uma
negacao ou omissdo das possiveis violagcGes de natureza algoritmica. O que mais importa ao
Estado é declarar essas tecnologias como um potencial acréscimo de eficiéncia e capacidade

para a arquitetura de vigilancia.

Demonstrando a intencionalidade politica do Estado Brasileiro em adquirir sistemas de
reconhecimento facial, podemos citar a iniciativa realizada por deputados do Partido Social

Liberal (PSL), ao qual era filiado o presidente Jair Messias Bolsonaro, em conhecer os sistemas

331 PIRES, Thula Rafaela de Oliveira. Direitos humanos traduzidos em pretugués. In: 13th Mundo de Mulheres
& Fazendo Género 11, 2017, Florianopolis. Seminario Internacional Fazendo Género 11 & 13th Women’s
Worlds Congress (Anais Eletronicos). Florianopolis: UFSC, 2017. p. 1-12.

332 BRASIL. Portaria n. 793, de 24 de Outubro de 2019. Ministério da Justica e Seguranca PUblica Disponivel
em:< https://www.in.gov.br/en/web/dou/-/portaria-n-793-de-24-de-outubro-de-2019-223853575> Acesso em: 23
Abril 2022
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de vigilancia da China em Janeiro de 2019.3%% Na época, o objetivo era apresentar um projeto
de lei para definir a obrigatoriedade de uso desses sistemas na segurancga publica em cidades
brasileiras, o que levou a viagem de 12 deputados do PSL a China para conhecer o uso do
reconhecimento facial no pais que conta com 170 milhdes de cAmeras com essa capacidade. E
de se observar, novamente, como a ideologia politico-partidaria conta pouco na procura da
implantacdo do reconhecimento facial no Brasil, com um grupo politico de Direita observando
a arquitetura de vigilancia de um pais que se declara comunista como exemplo para nossa

estrutura.

Ainda na seara federal de iniciativas de reconhecimento facial, temos a implantacao da
Solucdo Automatizada de Identificacdo Biométrica do Reconhecimento (ABIS) pela Policia
Federal em Junho de 2021. A ABIS ¢é um sistema que permitira a identificacdo de pessoas com
coleta, armazenacéo e cruzamento de dados biométricos como a impresséo digital e a imagem
facial para tarefas de reconhecimento facial. A gestdo da Policia Federal visou a aquisi¢do do
ABIS como meio de modernizacdo da instituicdo e objetiva um processo de unificacdo de dados
das secretarias estaduais de seguranca publica de todo o pais. A ideia é que a ABIS armazene
em 48 meses dados de mais de 50 milhdes de brasileiros para a Policia Federal, expressando a
formacdo de um complexo e extenso sistemas de vigilancia a servigo das agéncias policiais
brasileiras e que, uma vez mais, ndo demonstra preocupacdo com 0s potenciais elementos

discriminatérios desses aparatos.334

A potencial expansdo da arquitetura de vigilancia no pais fica ainda mais preocupante
qguando refletimos sobre a natureza desses sistemas informacionais e como eles podem ser
integrados a diferentes tecnologias e bancos de dados. Em verdade, € por isso que mesmo que
nosso foco seja a seguranca publica, ndo podemos deixar de investigar o uso do reconhecimento
facial em outras areas, justamente por causa dessa capacidade de conexdo. A exemplo, temos a
tecnologia Cortéx do Ministério da Justica que possibilita o reconhecimento 6ptico para leitura
de placas de veiculos que passam pelas ruas, estradas e avenidas. Segundo as revela¢fes do

Intercept Brasil®*® em 2020, o Cortéx permite que agentes plblicos encontrem com facilidade

333 RABELLO, Aiuri. Bancada do PSL vai a China importar sistema que reconhece rostos de cidadéos. Uol
Noticias. 16 Jan 2019. Disponivel em:< https://noticias.uol.com.br/politica/ultimas-noticias/2019/01/16/bancada-
do-psl-vai-a-china-para-importar-tecnicas-de-reconhecimento-facial.htm> Acesso em: 24 Abril 2022

334 BRASIL, Governo Federal do. Policia Federal implementa nova solugdo automatizada de identificacdo
biométrica. Junho de 2021. Disponivel em:< https://www.gov.br/pf/pt-br/assuntos/noticias/2021/07/policia-
federal-implementa-nova-solucao-automatizada-de-identificacao-biometrica:> Acesso em 05 Maio 2022.

3% RABELLO, Aiuri. Da placa do carro ao CPF. The Intercept Brasil 21 Set 2020 Disponivel em:<
https://theintercept.com/2020/09/21/governo-vigilancia-cortex/> - Acesso em 08 Maio 2022.
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as informacdes sigilosas de cidaddos brasileiros, além de pessoas juridicas, conectando com a
Relacdo Anual de Informagdes Sociais (Rais), realizada pelo Ministério da Economia. Mas essa
capacidade permitiria que os dados do reconhecimento de veiculos conectados com
informacdes como 0 RG, CPF, enderecos (domiciliar ou profissional), dependentes, salarios e
cargos sejam descobertos com facilidade. O fato que sistemas de reconhecimento facial poderéo
ser facilmente conectados a uma estrutura como essa, demonstra como a arquitetura de

vigilancia do Estado brasileiro tem o potencial de se tornar ainda mais invasiva.

Tratando-se da expansdo da estrutura de vigilancia no Brasil com o reconhecimento
facial, também € importante atravessar o quanto dessas iniciativas foram realizadas por
Governos Estaduais, especialmente pelas Policias Civis, Militares e secretarias de seguranca
publica. Em levantamento realizado pela Folha de S&o Paulo em 20213%, foi demonstrado que
em 20 estados brasileiros, o reconhecimento estd sendo utilizado, em processo de implantacao
ou em fase de estudos por meio de secretarias estaduais de Seguranca Publica e pelas policiais
militares e civis locais. Demonstrando como esta rdpida a expansdo de sistemas de
reconhecimento facial, o levantamento ja esta desatualizado considerando que o Distrito
Federal agora também ja usa o sistema de reconhecimento facial e tem até mesmo sua prépria

lei regulamentado a aplicacdo, conforme veremos oportunamente. 37

E ainda importante sinalizar que o investimento da reconhecimento facial ndo tem
bandeira partidaria no Brasil. Se de um lado temos o petista govenador da Bahia, Rui Costa,
sendo promotor do sistema de reconhecimento facial na Bahia desde 2018, por outro, temos
Wilson Witzel (Partido Social Cristdo) defendendo sua implantacdo no Rio de Janeiro durante
sua campanha para governador do Estado naguele mesmo ano. No mesmo sentido, o senador
Angelo Coronel defendeu a previsdo da obrigatoriedade de um cadastramento de celulares com
uso de reconhecimento facial na Lei de Fake News a qual era relator em Junho de 2020,

apontando a necessidade de implantar a biométrica de forma sistematica:

O reconhecimento facial sera para o futuro. Para se cadastrar em tudo, para provar que vocé
é vocé. Minha preocupagao é que a pessoa que esta fazendo aquela conta é ela mesma, que
ndo é laranja. Seria para cadastrar telefone. Porque o cadastro vai ser feito no telefone. Na
rede, vocé vai colocar s o celular. Temos de ver isso com as proprias telefonicas. Tivemos
mesa-redonda e elas estdo vendo uma tecnologia para que a gente possa avangar a0 maximo

3% YOL. Bancada do PSOL vai a China importar técnicas de reconhecimento facial. Uol, Noticias, 16 Jan 2019.
Disponivel em: <https://noticias.uol.com.br/politica/ultimas-noticias/2019/01/16/bancada-do-psl-vai-a-china-
para-importar-tecnicas-de-reconhecimento-facial.html> Acesso em: 02 Maio 2022

337 Destaca-se aqui a iniciativa O Pandptico, projeto do Centro de Estudos de Seguranca e Cidadania (CESeC) que
monitora o0 uso do reconhecimento facial em seguranca pablica no Brasil, acompanhando ado¢des da tecnologia
por estados e municipios, além de comunicar a sociedade civil os riscos a direitos que a tecnologia oferece, assim
como os vieses algoritmicos, especialmente como a populagao negra tem sido atingida.
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para captar esse cadastro. Esse 6nus tem de ser delas. S6 estou dando a ideia de que
queremos usar reconhecimento facial e cadastramento de pessoas. Precisamos ver como
tecnicamente € a coisa. O importante é que o Estado valide. Nao adianta cadastro para abrir
conta de telefone com CPF falso. A ideia é que, depois de digitar o CPF no celular para
fazer o seu cadastro ou seu recadastramento, haja uma tecnologia que possa ser usada no
reconhecimento facial 3%

Fica expresso que as esferas federais e estaduais, além de diferentes partidos, estdo
integrados e conectados na implantacdo de solucbes de reconhecimento facial. Assim,
entendemos que a defesa do reconhecimento facial na seguranca pablica e nas diversas areas
da vida em sociedade ndo € o fruto de direcdo de politicas governamentais de certos grupos
politico-partidarios, mas sim uma sistematica inciativa de mdultiplas esferas politicas e
federativas brasileiras. Uma verdadeira politica de Estado. Destaca-se o fato que até mesmo
municipios procuracao a adocao da tecnologia. A titulo de exemplo, temos a cidade de Laguna
em Santa Catarina que apresentou projeto de videomonitoramento em escolas, postos de salde
e outras areas publicas. Também temos o exemplo de Sdo José em Sdo Paulo que utiliza
reconhecimento facial (e reconhecimento Optico de placas de carros) em seu Centro de
Seguranca e Inteligéncia (CSI), recebendo até mesmo a visita da Guarda Civil Metropolitana
de Sdo Paulo com objetivo de conhecer o sistema. A Guarda Municipal de Salvador/Bahia
também demonstrou interesse em implantar um sistema de reconhecimento facial no Centro

Histdrico da cidade, o que demonstra a amplitude dessas iniciativas. 33

Dentre as iniciativas de reconhecimento facial em seguranca publica no pais que
merecem ser analisadas, para além da Bahia que sera objeto de extensiva analise, n6s temos o
Rio de Janeiro. O relatério produzido pelo Centro de Estudos em Seguranca e Cidadania
(CESeC)3* aponta que em 2019, o Governo do Rio de Janeiro implantou reconhecimento facial
como projeto-piloto no bairro de Copacabana. O uso em Copacabana foi estruturado a partir da
conexao do sistema com 34 cameras em vias do bairro e saidas de estacdes de metrd, utilizando
a base de dados da Secretaria Estadual de Policia Civil e do Detran, mas Nunes, Silva e
Oliveira®*! apontam para falta de transparéncia em relagdo esse processo de alimentacdo do

sistema. Destaca-se o fato que uma mulher foi identificada equivocadamente como uma pessoa

338 SARDINHA, Edson. Relator estuda incluir reconhecimento facial no PL das Fake News. Congresso em Foco,
27 Junho 2020. Disponivel em:https://congressoemfoco.uol.com.br/temas/seguranca-publica/relator-estuda-
incluir-reconhecimento-facial-no-pl-das-fake-news/> Acesso em: 09 Maio 2022.

3% MONTEIRO, P.D.C. Reconhecimento facial a servigo das Guardas Municipais. Blog Lapin, Inteligéncia
Artificial, 21 Outubro 2021. Disponivel em:< https://lapin.org.br/2021/10/15/reconhecimento-facial-a-servico-de-
guardas-municipais-uma-tendencia-no-contexto-brasileiro/> Acesso em: 24 Novembro 2022

340 NUNES, Pablo; SILVA, Mariah Rafaela; OLIVEIRA, Samuel R. de. Um Rio de cameras com olhos seletivos:
uso de reconhecimento facial pela policia fluminense. Rio de Janeiro: CESeC, 2022.

31 NUNES, SILVA, OLIVEIRA. op. cit. p. 10
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ja capturada pelo sistema carcerario ainda nos primeiros dias, mas ainda assim a iniciativa foi
ampliada ser implantada no Maracand e nos entornos do Aeroporto Santos Dummont. O

relatorio destaca que essa segunda fase foi definida pelo funcionamento falho da tecnologia:

Apesar das negativas em relacdo aos dados de falsos positivos13, questionamosl4 a
SEPM sobre 11 detencBes ocorridas nas imediacfes do Maracand durante uma
partida. Nesse pequeno grupo. apenas quatro das pessoas detidas tinham mandados
em seus nomes e, ao questionarmos especificamente se todos os demais detidos eram
falsos positivos, o 6rgdo limitou-se a responder que “as outras 07 (sete) pessoas néo
possuiam mandado de priséo, sendo confeccionado BOPM apenas como averiguagdo
de pessoa”. Apos recurso com a Lei de Acesso a Informagdo, a SEPM admitiu que
dentre os 11 casos de pessoas detidas com o uso da tecnologia de reconhecimento
facial nas partidas do Maracana, sete foram erros da maquina, ou seja: falsos positivos.
Desta forma, o sistema errou em 63% dos casos. 32

Apesar desses numeros que contrastam com narrativas de sucesso, 0 uso do
reconhecimento facial continua nos planos da politica de seguranca publica fluminense. Em 19
de Janeiro de 2022, policiais militares e civis de Rio iniciaram um processo de ocupagéo das
favelas do Jacarezinho e da Muzema na capital fluminense, com objetivo de dar inicio a
implantagao do “Projeto Cidade Integrada” do governo estadual. O projeto tem como objetivo
reeditar o plano das Unidades de Policia Pacificacdo de ocupacdo territorial de espacos
denominados pelo Estado como “ameacados pela criminalidade” através do paradigma do
policiamento comunitario. No entanto, o que surpreende no “Cidade Integrada” ¢ um dos seus
eixos principais ser a instalacdo de cameras com tecnologia de reconhecimento facial nas

comunidades ocupadas pelas agéncias policiais.®*®

Em fevereiro de 2022, a Policia Militar do Rio de Janeiro abriu cotacdo para instalacdo
de cameras de reconhecimento facial na favela do Jacarezinho.®** O documento de cotac&o
prevendo de instalacdo de 22 cadmeras com reconhecimento facial por empresas de forma
emergencial no entorno da comunidade. Ha também especificidades do que a camera devera
fazer: a) deteccdo facial; b) deteccdo de placas; ¢) contagem de pessoas; d) deteccdo de imagens
coloridas em ambientes de baixa luminosidade. O objetivo do uso do sistema seria o “(...)

acompanhamento das ocorréncias em tempo real, possibilitando a adogdo de medidas mais

342 |dem. Ibidem. p. 13

33 CARVALHO, Edu. Com “Cidade Integrada”, Policia ocupa Jacarezinho e Muzema. Maré Online, 19 de
Janeiro de 2022. Disponivel em:< https://mareonline.com.br/com-cidade-integrada-policia-ocupa-jacarezinho-e-
muzema/> Acesso em: 17 Novembro 2022

344 SEI/RJ 28235280 - Despacho de Andlise de Pesquisa de Precos. 03 de Fevereiro de 2022. Documento em
Anexo |
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eficientes no tratamento dos acontecimentos relacionados a seguranca das pessoas e do

patriménio em todo o Estado do Rio de Janeiro.” 34

Nesse exemplo de projeto de instalacdo de cameras para reconhecimento facial,
podemos observar como esses sistemas sdo facilmente encaixaveis nas ldgicas do terror racial
no Brasil. Em primeiro lugar, é preciso lembrar que ha um contexto de ocupacédo policial em
comunidades negras em jogo, que busca reafirmar a I6gica do policiamento comunitario pela
entrada das agéncias policiais na vida cotidiana. Como j& abordamos no Capitulo Um, essa
I6gica acaba impondo processos de brutalizacdo do cotidiano das pessoas negras, como
acontece com as UPPs no Rio de Janeiro#® 347 ou as BCS em Salvador®*® 34°, Dentro dessa
I6gica, o reconhecimento facial seria aplicado como um elemento potencializador da
capacidade de vigilancia cotidiana e acentuaria a brutalizacdo territorial na qual ocupacoes
como essa sao registradas. O fato de o documento apontar que as cameras sejam instaladas no
entorno do Jacarezinho ndo deve escapar a nossa atencéo, sinalizando para a construgdo de uma

verdadeira fronteira invisivel e biométrica a ser controlada por agentes policiais.

A pretensdo de implantar cameras com reconhecimento facial na comunidade de
Jacarezinho ndo escapa a reflexdo do terror racial quando lembramos que essa mesma
comunidade sofreu aquela que foi referida como a maior chacina do Rio de Janeiro no dia 06
de Maio de 2021. Nesse episadio, 24 vidas negras foram ceifadas pelo braco armado do Estado
e que como explica Christian Ribeiro®° revelou ainda mais a utilizacdo do Estado na
perseguicao e exterminio dos “outros” indesejaveis e descartaveis. O signo da criminalidade,

construido sob o auxilio das velhas biométricas, foi mais uma vez utilizado como discurso

35 COELHO, Henrique. Cidade Integrada: PM abre cotagdo para instalar no Jacarezinho cameras de
reconhecimento facial. G1 Rio De Janeiro, 19 Janeiro 2022. Disponivel em:< https://gl.globo.com/rj/rio-de-
janeiro/noticia/2022/01/19/pm-abre-cotacao-para-instalar-no-jacarezinho-cameras-de-reconhecimento-
facial.ghtml> Acesso em: 17 Novembro 2022.

36 MARTINS, Fernanda, SANTOS, Guilherme Filipe Andrade dos. Estado, biopoder e UPPs: a vida nua das
favelas e 0 genocidio negro como projeto de Estado. Revista Brasileira de Ciéncias Criminais, vol. 135, ano 25,
p. 131-162, S&o Paulo, Ed. RT, 2017.

347 VALENTE, Jdlia. Policia, governamentalidade, territério e as Unidades de Policia Pacificadora no Rio de
Janeiro. In: Discursos Sediciosos: crime, direito e sociedade, ano 20, n. 23/24, p. 393-412, 2016.

348 AVELAR, Lais da Silva. “O Pacto Pela Vida, Aqui, é o Pacto Pela Morte!”: O controle racializado das bases
comunitérias de seguranca pelas narrativas de jovens do Grande Nordeste de Amaralina. Dissertagcdo de Mestrado.
Universidade de Brasilia, 2016.

39 UNIOR, Hiran Souto Coutinho. Homicidios e/ou “autos de resisténcia”: na contramdo do Pacto pela Vida —
Bahia. Dissertacdo (Mestrado em Ciéncias Sociais — Universidade Federal do Recdncavo da Bahia, Cachoeira,
2014.

350 RIBEIRO, Christian. A Chacina de Jacarezinho e a naturalizacdo da morte, e do racismo, na sociedade
brasileira! Portal Geledés, 17 Maio 2021. Disponivel em:< https://www.geledes.org.br/a-chacina-de-jacarezinho-
e-a-naturalizacao-da-morte-e-do-racismo-na-sociedade-brasileira/> Acesso em: 09 de Novembro de 2022



https://www.geledes.org.br/a-chacina-de-jacarezinho-e-a-naturalizacao-da-morte-e-do-racismo-na-sociedade-brasileira/
https://www.geledes.org.br/a-chacina-de-jacarezinho-e-a-naturalizacao-da-morte-e-do-racismo-na-sociedade-brasileira/

138

justificador da atuacdo do terror racial em face a uma comunidade negra. .%! %2 Essa mesma
comunidade parece agora também ser forcada assistir ao reconhecimento facial chegar a suas
portas (e a todo ao seu entorno). Uma nova biométrica conhecida e denunciadas pelos vieses
raciais, agora conectadas com bancos de dados de agéncias policiais que nunca abandonaram
seu repertorio antinegro. Assiste-se aqui mais um passo para uma transformacdo do aparato
policial brasileiro com tecnologias como o reconhecimento facial que vem para atualizar mais

uma vez o Viés punitivista do sistema penal.

Perceptivel no cenario brasileiro de implantacdo do reconhecimento facial um processo
generalizado de proliferacdo dessas iniciativas pelo setor publico, especialmente no campo da
seguranca publica, com pouca ou nenhuma preocupacao com as repercussdes no que diz
respeito a violagdes de direitos, incluindo aqui aquelas que envolvem a populagdo negra. Em
verdade, o reconhecimento facial aparece como uma nova ferramenta de disposigéo de barreiras
e perseguicdo que ameaca reafirmar o cativeiro sem escapatdria para esse contingente
populacional. Diante dessa realidade, é importante compreender qual tem sido o papel do
Estado Brasileiro, em especial da esfera legislativa na implementacdo da tecnologia no pais,
tendo em vista que o ordenamento juridico é historicamente utilizado como ferramenta de

controle na manuteng&o das hierarquias raciais.

4.1.2. Reconhecimento facial, ordenamento juridico brasileiro e seguranca publica

Em relatério produzido em conjunto pelo Instituto lgarapé e a Data Privacy Brasil
Research em Junho 2020, foi apontado que a regulamentacdo do reconhecimento facial no pais
tem sido definida por uma diversidade de inciativas especificas. O relatério destaca que, com a
divulgacdo de numerosas inciativas de reconhecimento facial no Brasil a partir de 2018, houve
a realizacdo de Audiéncias Publicas na Camara dos Deputados e no Ministério Puablico do
Distrito Federal e Territdrios. Nesses debates, é possivel encontrar uma ténica de discurso sobre
a tecnologia baseada na construcao de uma regulamentacdo que equilibre o uso do sistema com

respeito aos direitos fundamentais, especialmente o direito a privacidade e a informacdo. O

31 BETIM, Felipe. Operacéo policial mata 25 pessoas no Jacarezinho, em segunda maior chacina da histéria do
Rio. EL PAIS, Brasil, So Paulo, 06 de Maio 2021. Disponivel em:< https:/brasil.elpais.com/brasil/2021-05-
06/operacao-policial-mata-25-pessoas-no-jacarezinho-em-segunda-maior-chacina-da-historia-do-rio.html>
Acesso em: 09 Novembro 2022

352 A Chacina de Jacarezinho ocorreu em 06 de Maio de 2021 com a morte de 24 pessoas, moradores da favela
carioca do Jacarezinho. Relatos de moradores apontam que agentes policiais invadiram casas de moradores para
realizacdo de revistas — sem mandado judicial — e helicopteros sob a comunidade, além de policiais avangando sob
trilhos de trem e metro. Fotografias chegaram a imprensa de casas reviradas, marcas de tiros, além de corpos sendo
carregados. Ndo deixa de ser importante mencionar que a opera¢do ocorreu durante periodo que o Supremo
Tribunal Federal vedou operagoes policiais, devido a crise sanitaria da pandemia COVID-19.
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relatério também indica a participacdo de acionistas de grandes empresas nesse eventos de
discussdo da regulamentagdo do reconhecimento facial. No documento, fica claro como esses
agentes defendem a implantacdo de sistemas auditaveis, assim como uma forte colaboracéo
publica e privada. Isso demonstra como a resposta do Estado Brasileiro a chegada do
reconhecimento esta sendo intermediada pela razao neoliberal e interlocucéo entre setor publico

e privado.

N&o ha legislacao especifica sobre reconhecimento facial no Brasil no nivel federal, mas
isso ndo representa uma auséncia de dispositivos juridicos que atravessem o debate dessa
tecnologia. As normas constitucionais que abordam a privacidade, o direito a informacéo, a
protecdo a personalidade sdo fontes juridicas essenciais para debater sistemas de
reconhecimento facial ou qualquer aparato de vigilancia. A Lei Geral de Protecdo de Dados
(LGDP) se destaca como um dispositivo essencial para as discussdes sobre reconhecimento
facial no Brasil. Caitlin Mulholland®? explica que a lei a dispde do tratamento dos dados de
pessoas naturais seja por meio fisico ou digital, dispondo essa tutela como necessaria para a
protecdo de uma seérie de direitos fundamentais como a liberdade expressdo e de comunicacao,
da privacidade, da honra, da imagem, da autodeterminacdo informativa e do desenvolvimento
da personalidade. Ao incluir a LGPD em seu ordenamento juridico, o Brasil adotou o modelo
europeu de protecdo de dados, ou seja, assumiu uma lei geral de aplicacdo ampla nos setores

sociais, incluindo a Administracdo Pdblica e o Mercado.*

Como abordado por Bruno Biondi®>®, a protecdo de dados pessoais seria um modo de
garantir o desenvolvimento pessoal e cumprir principio da dignidade da pessoa humana, em
especial em uma sociedade cada vez mais baseada no circuito de informacGes em massa.
Samuel Oliveira®® afirma que a protecdo de dados é um direito fundamental auténomo
essencial para que os cidadaos possam proteger seus dados dos agentes de poder que manipulam
grandes bases de informacdes pessoais, seja 0 Estado ou o setor privado. Dados pessoais, pela
literalidade do Artigo 5, inciso I da LGPD, sdo aquelas informagdes relacionadas “(...) a pessoa

natural identificada ou identificavel” seja por meios fisicos ou digitais, como nomes de alunos

33 MULHOLLAND, Caitlin Sampaio. Dados Pessoas Sensiveis e a Tutela de Direitos Fundamentais: Uma analise
a luz da Lei Geral de Protecdo de Dados (Lei. 13.709/18). R. Dir. Gar. Fund., Vit6ria, v. 19, n. 3, p. 159-180,
set./dez. 2018

34 COSTA, Eduarda. REIS, Carolina. Histérico da LGPD Penal: O que foi feito até aqui e quais sdo os préximos
passos. Blog LAPIN, Privacidade e Protecio de Dados, 04 Abril 2021. Disponivel em:
<https://lapin.org.br/2021/04/16/Igpd-penal-o-que-foi-feito-ate-aqui-e-quais-sao-0s-proximos-passos/>  Acesso
em: 06 Maio de 2022

35 BIONDI, 2019, n.p.

%6 OLIVEIRA, 2021, p. 146-157
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em listas do corpo discente de um estabelecimento de ensino ou nosso &lbum de fotos em uma

rede social na internet.

O Supremo Tribunal Federal consagrou a protecdo de dados como direito fundamental
em sede decisdo de medida cautelar na Acdo Direta de Inconstitucionalidade 6.387. O caso
trata-se de acdo promovida pelo Conselho Federal da Ordem dos Advogados do Brasil
(CFOAB) em face de Medida Proviséria 954/2020 que permitia o compartilhamento de dados
por empresas de telecomunicacao para o Instituto Brasileiro de Geografia e Estatistica. Em sede
cautelar, a Ministra Rosa Weber proferiu decisdo no sentido de suspensao da Medida Provisoria
por ndo respeito ao direito a privacidade e a protecéo de dados pessoais, destacando o principio
da autodeterminacdo informativa, ou seja, a ideia que titulares de dados pessoais tem direito de
determinacdo sobre o tratamento e compartilhamento. A relatoria entendeu que a Medida
Provisoria ndo apresentou suficientes mecanismos para protecdo e manejo dos dados que
compartilhados, se expondo fora dos critérios de necessidade, adequacéao e proporcionalidade.
Com essa decisdo, o STF consagrou a ideia de que a tutela dos dados pessoais é um dever do
Estado Brasileiro e que a Lei Geral de Protecdo de Dados é um instrumento infralegal que

consagra a protecéo constitucional.

Nesse amago de protecdo, é necessario colocar que sistemas de reconhecimento
precisam ser compreendidos sob a ética da protecdo de dados. Ndo ha duvida que esses sistema
envolvem tratamento e compartilhamento de dados pessoais, em especifico, a informacéo visual
do rosto. Consequentemente, atores publicos e privados que operem sistemas de
reconhecimento facial, em seguranca publica ou em outros ramos devem atuar de acordo com
a LGPD e o sistema de protecdo a direitos da personalidade fundamentados pelos texto
constitucional. Nesse sentido, € importante colocar que o reconhecimento facial trabalha com
dados pessoas a qual o dispositivo legal requerem uma tutela diferenciada e ainda mais

protetiva, os dados pessoas sensiveis:

Artigo 5, Il - dado pessoal sensivel: dado pessoal sobre origem racial ou étnica,
convicgao religiosa, opinido politica, filiagdo a sindicato ou a organizacdo de carater
religioso, filosofico ou politico, dado referente a salide ou a vida sexual, dado genético
ou biométrico, quando vinculado a uma pessoa natural;’

357 BRASIL. Lei n° 13.709, de 14 de agosto de 2018. Lei Geral de Protecdo de Dados Pessoais (LGPD). Brasilia,
DF: Presidéncia da Republica, [2020]. Disponivel em: https://www.planalto.gov.br/ccivil 03/ ato2019-
2022/2020/1ei/114020.htm. Acesso em: 21 Novembro 2022
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O registro da face é um dado biométrico e dessa forma encaixa-se na definicao juridica
de sensivel, o que implica em uma tutela especifica no tratamento desses dados. Mulholland
explica que a LGPD foi ainda mais rigorosa nos dados sensiveis, dispondo que seu uso deve
ser limitado e sua finalidade definida, de forma a evitar desvios da atividade que gerem
violagdes, em desconformidade com os principios do Estado Democratico de Direito. Nesse
sentido, a lei impde que 0 consentimento por parte dos titulares para o uso de seus dados
pessoais deve ser realizado de forma especifica e destacada, além de demonstrar as finalidades
do uso dos dados. Contudo, ha excec¢des a regra de consentimento estipulada pela LGPD quando

se pondera os interesses publicos e privados:
(...) a LGPD permite que haja tratamento de dados sensiveis sem a necessidade de
fornecimento de consentimento do titular de dados, quando for indispensével para o
tratamento compartilnado de dados necessarios a execucdo, pela administracéo
publica, de politicas publicas previstas em leis ou regulamentos (artigo 11, II, b,
LGPD), além de outras hipoteses que se referem, em grande medida, a interesses
publicos. Neste Ultimo caso, o consentimento do titular dos dados sensiveis, seja
genérico, seja especifico, ficaria dispensado em decorréncia de uma ponderagdo de
interesses realizada pela lei, aprioristicamente, que considera mais relevantes e

preponderantes os interesses de natureza publica frente aos interesses do titular, ainda
que estes tenham qualidade de Direito Fundamental 3%

O texto da Lei Geral da Protecdo de Dados estabelece dois principios basicos para a
protecdo de dados pessoais sensiveis: o principio da finalidade e da ndo discriminacdo no
tratamento de dados pessoais. No que diz respeito ao principio da finalidade, os dados devem
ser tratados para propdsitos especificados, informados para o titular de forma prévia e de forma
explicita, assim como impedida a utilizacdo posterior para diferente aplicacdo. A importancia
de efetivar esse principio quando se trata de sistemas de reconhecimento facial é evidente. Essa
tecnologia permite a seus operadores um controle sob os dados mais sensiveis de seus titulares,
abrindo portas para o cruzamento com outras informacgdes pessoais presentes em outros bancos
dados, permitindo a vigilancia massiva de populacdes. A partir do registro facial, é possivel
para 0s operadores do sistema chegarem até mesmo a registros de salde, dados presentes nas
data bases de entidades de protecdo ao crédito, endereco residencial e/ou profissional ou até
mesmo orientacdo sexual. Assim uma série de dados pessoais podem ser transferidos sem
autorizacdo dos seus titulares, violando a protecdo de dados, direito a privacidade,

autodeterminacdo informativa, assim como a propria liberdade expresséo.

Relevante para essa dissertacdo é abordar o principio da ndo-discrimina¢do no

tratamento de dados pessoais. Como explica Samuel Oliveira®°, esse principio esta

%8 MULLHOLAND, 2018, p. 168
%9 OLIVEIRA, 2021, p. 163-164
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caracterizado pelo dever de néo realizar tratamento de dados para objetivos discriminatérios ou
abusivos, destacando o fato que essa protecdo esta intimamente ligada a protecdo de dados
sensiveis. Isso significa que diante da possibilidade do uso de dados pessoais, especialmente
aqueles que possam individualizar os titulares e levar a sua discriminacdo com base em
marcadores de diferenca como raga, sexualidade, género e outros marcadores, hd que se
observar o principio da ndo-discriminagdo. Como explica Jéssica Guedes Santos®, o uso sem
limites do reconhecimento facial tem ainda maior necessidade de uma forma de protecéo, diante
do fato que sua expansdo desenfreada é alimentada por empresas sem times diversos ou

privacidade para impedir a emergéncia de vieses raciais e de outros marcadores de género.

A LGPD também prevé mecanismos que podem ser utilizados para averiguar as
violacdes de direito, como a confeccdo de Relatérios de Impacto a Protecdo Dados Pessoais
(RIPD). O RIPD, conforme previsto no art. 5°, XVII da LGPD, é um instrumento ndo
obrigatorio, mas recomendado voltado a mitigar riscos a protecdo de dados por meio de uma
avaliacdo preévia feita pelo controlador de dados, procurar sdo os potenciais riscos em face as
de liberdades civis e direitos fundamentais, assim como para prever medidas e mecanismos para
reduzir essas violéncias. O RIPD promove a transparéncia das atividades que operam com
dados pessoais e poderia ser uma ferramenta utilizada para averiguar riscos na operacéo de
reconhecimento facial. Esse relatério seria um mecanismo importante para analisar se um
sistema de reconhecimento facial esta apresentando um tratamento discriminat6rio em razédo de

vieses em seu algoritmo.

Em relacdo a aplicacdo do reconhecimento facial em seguranca publica, a situacéo da
LGPD é complicada, diante do art. 4°, inciso 11 que dispde a ndo aplicacdo da lei integralmente
a casos de tratamento de dados pessoais para fins exclusivamente de seguranca publica. Na
verdade, o dispositivo prevé que uma legislacdo especifica a ser criada e devera observar os
principios gerais de protecdo de dados, os direitos do titular e o devido processo legal. Ainda,
tera de prever medidas proporcionais e necessarias ao atendimento do interesse publico (art. 4°,
8 1°). Nesse sentido ¢é primordial a regulacdo especifica sobre o uso de inovacdes aplicadas ao
contexto de seguranca publica a fim de se evitar o grande potencial de abusividade.

%0 SANTOS, Jessica Guedes. Reconhecimento facial: Entre a criminologia, a midia e LGPD penal. In:
Internet&Sociedade, v.2, n.1, Junho 2021, p-214-232 Disponivel em:< https://revista.internetlab.org.br/wp-
content/uploads/2021/07/Reconhecimento-facial-entre-a-criminologia-a-midia-e-a-LGPD-penal.pdf> Acesso: 18
Novembro 2022
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Apesar das limitagdes da mitigacdo da aplicabilidade da LGPD no ambito da seguranca
publica, como explicar Ramon Costa e Bianca Kremer®®!, essa n&o-aplicabilidade ndo é
absoluta e 0 81° do mencionado artigo aponta que 0s principios gerais dessa protecdo de dados
se aplicam de forma geral. Nesse sentido, a protecdo relativa a finalidade e a ndo-discriminacgéo
refletida aqui se aplica ao tratamento de dados para reconhecimento facial ainda que no campo
da seguranga publica, além de direitos como o0 acesso aos dados, corre¢do, anonimizacao e
revisao de informacdes inadequadas. Mas fica ainda a necessidade de legislacdo especifica
sobre protecao de dados para seguranca publica, como previsto na lei e em construcdo a partir
da Camara dos Deputados somente tomou iniciativa de criar a comisséo de juristas para criagdo
do anteprojeto em 2019. Até o presente momento, o anteprojeto produzido pela Comissao de
Juristas ainda nédo foi transformado em projeto de lei, mas se trata de um documento abrangente,
sendo caracterizado pela definicdo de seu escopo e agéncias que regulardo o uso das

tecnologias, a reafirmacdo de principios da LGPD e a definicdo de conceitos de privacidade.

No que tange as tecnologias de monitoramento, 0 mencionado anteprojeto de LGPD
Penal dispds o Capitulo VII especificamente sobre essas tecnologias. O capitulo com titulo de
“Tecnologias de Monitoramento e Tratamento de Dados de Elevado Risco” indica preocupagéo
com riscos a direitos e garantias de titulares de dados, prevendo a necessidade de legislacdo
especifica para utilizacdo de tecnologias de monitoramento, além de relatorio de impacto de
riscos. Destaca-se o fato que o artigo 42 §1°, inciso IV, prevé a possibilidade de tratamento
discriminatorio de dados como um dos elementos que devem ser abordados na avaliagdo de
riscos. N&o temos ambicéo aqui de refletir sobre o anteprojeto, mas o dispositivo demonstra
uma preocupacao com a questdo das tecnologias de vigilancia, no qual o reconhecimento facial

se encaixa.3%?

Para apresentar como o reconhecimento facial na seguranca publica tem sido um tema
de discussdo na seara legislativa nacional, realizamos um levantamento dos atuais projetos
legislativos em tramitagdo na Cadmara dos Deputados e no Senado Federal que abordam o tema.
Para tanto, construimos um quadro em que sinalizamos como cada projeto legislativo aborda

questdes de discriminagéo algoritma a qual esses sistemas estao relacionados:

%61 OSTA, R. S.; KREMER, B. Inteligéncia artificial e discriminac&o: desafios e perspectivas para a protecdo de
grupos vulneréveis frente as tecnologias de reconhecimento facial. Revista Brasileira de Direitos Fundamentais
& Justica,[S. L], v. 16, n. 1, 2022. DOIl: 10.30899/dfj.v16i1.1316. Disponivel em:
https://dfj.emnuvens.com.br/dfj/article/view/1316. Acesso em: 18 nov. 2022.

%2 COMISSAO DE JURISTAS DA CAMERA DOS DEPUTADOS. Anteprojeto da lei de protecdo de dados
para seguranca publica. Disponivel em:< https:/static.poder360.com.br/2020/11/DADQOS-Anteprojeto-
comissao-protecao-dados-seguranca-persecucao-FINAL.pdf> Acesso em: 09 Novembro 2022.
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Tabela n. 1 — Propostas de projetos legislativos no Congresso Nacional relativos a sistemas de reconhecimento

facial.
PL AUTORIA PROPOSTA DISCRIMINACAO
ALGORITMA
PL Dep. Julio Lopes | Dispde sobre o reconhecimento facial | Ndo abordado.
3714/2021 (PP/RJ) fotografico em toda a persecucdo penal,
alterando o Cédigo de Processo Penal.
Ndo trata de tecnologia de
reconhecimento facial.
PL 572/2021 | Dep. Igor | Dispositivo busca alterar a Lei | N&o aborda.
Kannaério 13.812/2019 (Politica Nacional de
(DEM/BA) Busca de Pessoas Desaparecidas) para
criagdo do Banco Nacional de Dados de
Reconhecimento Facial e Digital para
captar o registro facial e digital de todos
0s menores de 18 anos.
PL Dep. Bilbo Nunes | Trata do desenvolvimento, aplicacdo e | Em seu artigo 2, inciso I,
4.612/2019 uso do reconhecimento facial e | veda 0 tratamento

emocional e outras tecnologias digitais | discriminatério por meio da
para identificacdo de individuos e | tecnologia.

comportamentos.
PL Dep. Julio Lopes | Altera a Lei de Execucdo Penal (Lei | N&o aborda.
9736/2019 (PP/RJ) e Dep. | 7.210/1984) para incluir que as
Paulo Abi-Ackel | informacGes da guia de recolhimento do

(PSDB/MG) custodiado sera completada pela
identificacéo biométrica por
reconhecimento facial.
PL Sen. Acir Gurgacz | Altera a Lei de Execugdo Penal e a Lei | N&do aborda.
6197/2019 (PDT/RO) 11.473/2007 (sobre cooperacao

federativa no &mbito da seguranca
publica) para permitir a coleta de
padrdes de face, iris e voz de presos a
integrar 0 banco de dados nacional a
servicos dos oOrgdos de seguranca
pUblica, além de prever a instalacdo de
cameras em locais publicos.

PL 745/2022 | Sen. Jorge Kajuru | Altera a Lei n°® 13.812, de 16 de marco | N&o aborda.
(PODEMOS/GO) | de 2019, que institui a Politica Nacional
de Busca de Pessoas Desaparecidas, cria
0 Cadastro Nacional de Pessoas
Desaparecidas ¢ altera a

Lei n° 8.069, de 13 de julho de 1990
(Estatuto da Crianga e do Adolescente),
para dispor

sobre o0 uso de aplicagbes de
reconhecimento facial.

Tabela realizada com base em pesquisa legislativa realizada nos sites da Camara dos Deputados®® e

Senado Federal 3%%em Maio/2022

%3 CAMARA DOS DEPUTADOS. Pesquisa simplificada. Proposigdes. Disponivel em:<
https://www.camara.leg.br/buscaProposicoesWeb/pesquisaSimplificada> Acesso em: 26 Novembro 2022

%4 SENADO FEDERAL. Pesquisa de Matérias. Atividade Legislativa. Disponivel em:<
https://www25.senado.leg.br/web/atividade/materias> Acesso em: 26 Novembro 2022
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Diante da diversidade e quantidade desses projetos no ambito federal, ndo é nossa
intencdo esgotar a tematica com descricdes de cada um deles. Mas em outras esferas, vale
destacar dois dispositivos que expressam modelos dispares na regulamentacdo do
reconhecimento facial. Estamos tratando da Lei Distrital 6.712/2020%%, atualmente em vigor
no Distrito Federal com uma regulacéo permissiva da tecnologia e do Projeto de Lei n. 824/2021
do municipio do Rio de Janeiro, de autoria do Vereador Reimont (PT), que parte de um carater

proibitivo.

A Lei Distrital 6.712/2020 dispde sobre uso de tecnologia de reconhecimento facial
especificamente para fins de seguranca publica no Distrito Federal. A lei permite 0 uso mas
dispdem condicionantes como a vedacao da vigilancia continua, definida como o rastreamento
continuo dos movimentos de um individuo ou um grupo de individuos em um ou mais de um
local publico por um periodo superior a 72 horas, seja em tempo real ou pelo registro histérico
do uso do equipamento. A lei também restringe o seu uso para equipamentos estatais em locais
publico, além de colocar como obrigatéria a fixacdo de placas visiveis informando a vigilancia.
Em seu artigo 5, o legislador distrital também indicou que toda e qualquer identificacdo positiva

deve ser revisada por agente publicas antes de acdo consequente.

Em seu artigo 6, a lei veda o tratamento dos dados pessoais sensiveis desse sistema por
somente para pessoa juridica de direito privado, garantindo essa operacao para pessoas juridica
de direito publico, o que abre espaco para 0 uso por governos estaduais com fins de seguranca
publica. O artigo dispde que essa utilizacdo do reconhecimento facial deve ser informado para
a autoridade nacional, mas ndo especifica qual seria essa autoridade, mas presumisse em leitura
sistematica com a LGPD, que se refere a Autoridade Nacional de Protecdo de Dados. A lei
ainda indica em seu artigo 7 que as informagdes relativas ao sistema de reconhecimento facial
possa ser compartilnada entre drgdos de seguranca publica de outros entes federativos,
destacando aqueles integrantes do Sistema Unico de Seguranca Pdblica. Aqui vemos exposto o
cardter de integracdo institucional no uso de tecnologias de monitoramento como o

reconhecimento facial.

Essa lei apresenta o Estado buscando implementar sistemas de reconhecimento facial a
partir de um processo de regulamentagdo permissiva, ou seja, se colocam diretrizes para o0 uso
mas abre-se espaco para a instalacao da tecnologia. Importante, nesse sentido, apontar que a lei
é publicada ainda sem existéncia do regime e especifico para protecdo de dados em seguranca

35 DISTRITO FEDERAL, Lei 6.712, 10 de Novembro de 2020. Brasilia, DF, 2020.
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publica, a qual poderia fornecer ao dispositivo distrital maiores diretrizes de regulacdo. Em
Nota Técnica elaborada pelo Laboratério de Politicas Plblicas e Internet (LAPIN)3¢® foram
apontadas uma série de preocupacOes relativas ao dispositivo legal. Uma das questfes
levantadas foi a da vedacéo da vigilancia continua de individuos determinados por até 72 horas,
0 que poderia abrir porta para uma interpretagéo inversa do dispositivo no qual seria permitido
a vigilancia continua de individuos indeterminados, causando vigilancia em larga escala,

irrestrita, sem definicéo de alvos especificos e até mesmo sem interrupgoes.

Repetimos que sdo pessoas negras que tem o maior potencial de serem esses individuos
indeterminados, considerando seu posicionamento como alvo das agéncias penais no Brasil.
Mais que isso, o dispositivo abre caminho para que a atualizacdo da perseguicdo dos agentes
do Estado a grupos de pessoas negras no espaco urbano seja agora mediada pela tecnologia. E
uma atualizacdo das rondas e abordagens urbanas, agora com ainda maior escopo de vigilancia
e com uma presuncdo de veracidade na realizacdo dessa pratica pelo fato de ser intermediado

por tecnologia.

Por outro lado, também registramos aqui como o espaco legislativo pode ser uma
fronteira contra o uso do reconhecimento facial. Em Agosto de 2021, o Vereador Reimont (PT)
apresentou o Projeto de Lei 824/2021%7 para a Camara Municipal do Rio de Janeiro. O projeto
de lei tem como objetivo proibir o uso de tecnologias de reconhecimento facial pelo Poder
Publico Municipal do Rio de Janeiro, seja a administracdo direta ou indireta. Importante
destacar que o projeto prevé a fiscalizagcdo do Poder Legislativo e do Conselho Municipal de
Protecdo de Dados e da Privacidade para fiscalizar a aplicacdo das suas medidas. Importante
colocar que entre os fundamentos do Projeto de Lei, houve destaque a questdo de discriminacéo
algoritma, destacando como 0 encontro entre viés racial dessas tecnologias e sistemas de
vigilancia policial pode gerar violagOes de direitos em lagar escala:

Necessario se faz considerar o racismo existente na implementacéo destas tecnologias,
em razdo de diferencas significativas quanto a (falta de) acuracia de sistemas de
reconhecimento facial na avaliacdo de rostos de pessoas ndo brancas, importa destacar
que solucbes em tecnologias de reconhecimento facial ndo sdo neutras e refletem o
racismo pré-existente na sociedade. Assim, pensando na sua aplicagcdo em contextos
de seguranca que remetem ao seletivismo penal e ao aprimoramento de politicas
criminais com efeitos nocivamente racializados, trata-se de um risco grave e ja

366 REIS, Carolina. Nota Técnica 6.712/2020: 10 recomendacOes para o uso de reconhecimento facial para
seguranga puUblica no DF. Laboratério de Politicas Publica e Internet, Fev 2021. Disponivel em:<
https://lapin.org.br/wp-content/uploads/2021/02/NT_LD_ 67122020 reconhecimento_facial DF_LAPIN-1.pdf>
Acesso em: 07 Maio 2022

%7 R10 DO JANEIRO, Projeto de Lei n. 824/2021. Camara Municipal do Rio de Janeiro, 2021. Disponivel em:<
http://aplicnt.camara.rj.gov.br/APL/L egislativos/scpro2124.nsf/ab87ae0e15e7dddd0325863200569395/3309222f
266e43710325872700723005?0penDocument> Acesso em: 07 Maio 2022



https://lapin.org.br/wp-content/uploads/2021/02/NT_LD_67122020_reconhecimento_facial_DF_LAPIN-1.pdf
http://aplicnt.camara.rj.gov.br/APL/Legislativos/scpro2124.nsf/ab87ae0e15e7dddd0325863200569395/33b9222f266e43710325872700723005?OpenDocument
http://aplicnt.camara.rj.gov.br/APL/Legislativos/scpro2124.nsf/ab87ae0e15e7dddd0325863200569395/33b9222f266e43710325872700723005?OpenDocument
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observado em diversas situacfes que representam seguranca para algumas pessoas e
repressdo para outras.¢®

Entre seus fundamentos, esta a forma como o reconhecimento facial podem reproduzir
transfobia, caso a aplicacdo tenha como objetivo a classificacao por género, podendo reafirmar
0s padrfes binérios dominantes na sociedade. Dentro dessa logica, o sistema acaba por
desrespeitar a autodeterminacdo de género, violando a autonomia de pessoas transsexuais e
ndo-binarias, reproduzindo a violéncia ja experimentada por esses grupos sociais. A situacao
pode gerar ainda maiores viola¢Ges quando essas estruturas de opressdo se intersecionam e a

discriminacdo algoritma racial e de género se conectam:

No Brasil, temos diversos casos documentados de falsos negativos, ou seja, do sistema
ndo reconhecer que a pessoa era ela mesma. Foi o caso da estudante Maria Eduarda,
no Distrito Federal, que teve seu passe bloqueado no DFtrans. Dona do cartdo, mulher
negra e trans, mesmo depois de entrar com recurso pedindo a suspenséo do blogueio,
continuou sem passe e sem poder exercer um direito que lhe garantia acesso a
educag&o. %

Expondo cada vez mais um movimento de questionamento do uso do reconhecimento
facial, em 21 de Junho de 2022, foram protocolados por parlamentares de diferentes partidos
projetos de lei prevendo a vedagdo do reconhecimento em espacos publicos através da iniciativa
#SaiDaMinhaCara.>’°A iniciativa teve o estimulo de entidades como a Coding Rights,
MediaLab-UFRJ/Rede Lavits, Instituto Brasileiro de Defesa do Consumidor (IDEC) e Centro
de Estudos de Seguranca e Cidadania — (CESeC), organizac@es focadas no tema de tecnologia,
seguranca e direitos humanos, e se buscou mobilizar vereadores e deputados de todo o Brasil,
de todos os partidos, a promoverem projetos para 0 banimento do reconhecimento facial. .
Como explica a pesquisadora Thalita Lima, a campanha compreende o banimento como
solucdo efetiva para o problema do reconhecimento facial e mesmo seu aprimoramento ainda
incorre na efetivacdo de uma vigilancia em massa, no qual todos séo suspeitos e tem seus

direitos de ir e vir suprimidos.®’

368 R10 DE JANEIRO, op. cit.

369 |dem. lbidem.

370 Existem dois projetos na iniciativa de origem na Bahia, uma na Assembleia Legislativa da Bahia (ALBA) e
outra na Camara Municipal de Salvador. Eles serdo objetos de analise no Capitulo Trés.

S71 LIMA, Thalita. Projetos de lei em todo Brasil pedem o banimento do reconhecimento facial em espacos
publicos. In: O Pandptico. Blog, Junho de 2022. Disponivel em:< https://opanoptico.com.br/projetos-de-lei-em-
todo-brasil-pedem-o0-banimento-do-reconhecimento-facial-em-espacos-publicos/>



https://opanoptico.com.br/projetos-de-lei-em-todo-brasil-pedem-o-banimento-do-reconhecimento-facial-em-espacos-publicos/
https://opanoptico.com.br/projetos-de-lei-em-todo-brasil-pedem-o-banimento-do-reconhecimento-facial-em-espacos-publicos/
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O projeto de lei fluminense e a campanha #SaiDaMinhaCara demonstram como o
Direito pode ser operado para questionar o uso do reconhecimento facial, a partir da defesa do
banimento completo da tecnologia no que diz respeito a Administragdo Publica. N&o so isso,
expressam a preocupacdo de como o reconhecimento facial pode reproduzir violéncias
estruturais da sociedade brasileira. Entretanto, essa iniciativa enfrentam um cenério de
solidificacdo do uso do reconhecimento facial e sua incorporacdo no padrdo histérico de
vigilancia baseado na permissibilidade legal. Nesse contexto de liberdade para aplicacdo da
tecnologia, seja por meio de instrumentos legais ou pela simples implantacdo de sistema, que o
projeto do reconhecimento facial chega a Bahia, em um contexto de seguranca publica que
favorece sua utilizacdo. Nesse sentido, no proximo topico iniciaremos nossa reflexdo sobre a
implantacdo do reconhecimento facial e o contexto de seguranca publica baiana que o

favoreceu.

3.2. Novas tecnologias na atual politica de seguranca publica baiana: o contexto da

implantacdo do sistema do reconhecimento facial da SSP/BA.

Contextualizado nacionalmente do uso de tecnologias de reconhecimento facial,
podemos deslocar nossa atencdo para especificidades da Bahia no uso dessa tecnologia. E
essencial compreender a implantacdo do reconhecimento facial na Bahia ndo como acdo
incomum do Governo Baiano, mas sim como mais um passo no processo de atualizacdo
tecnolégica da politica de seguranca publica baiana especialmente para praticas de
videovigilancia. Nesse sentido, é importante refletir sobre como o uso de solucdes tecnoldgicas
é destaque central nas politicas de seguranca publica no territorio baiano, com destaque para 0s
anos que antecedem a instalacdo do sistema. Para compreender a utilizacdo do reconhecimento
facial, é necesséario refletir sobre as escolhas de politicas de seguranca publica que antecedem
a implantacdo do sistema. Nesse tpico, nosso objetivo é investigar o projeto da Secretaria de
Seguranca Pablica do Estado da Bahia (SSP) para o contexto baiano nos anos que antecedem a

aquisicdo e instalacdo do reconhecimento facial.

3.2.1. A Secretaria de Seguranca Publica do Estado da Bahia e o direcionamento institucional

para uso de tecnologias de vigilancia

A SSP/BA tem sua origem no Segundo Reinado, com o nome de Secretaria de Policia
e com fungdes semelhantes as atuais. Em 1895, recebeu a denominacao de Secretaria de Policia

e Seguranca Publica, uma das quatro secretarias do entdo Governo da Bahia para administragcdo
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publica, sendo responsavel pelos servicos de policia administrativa e judiciéria, a forca policial
estadual e o sistema penitenciario. Em 24 de Abril de 1935, o 6rgdo ganha sua denominacao
atual, Secretaria de Seguranca Pablica, através do Decreto n. 9.730 e através dos anos, recebeu
uma série de alteracdes organizacionais. A Lei Delegada n. 79/1983, criou o Sistema Estadual
de Seguranca Publica com finalidade executar a politica do Governo da Bahia para garantia da
ordem publica com objetivo de prevencdo e combate ao denominado fendmeno da
criminalidade, protecéo de pessoas e patriménios e declarando o respeito as garantias e direitos
individuais. Os 6rgdos integrantes desse sistemas seriam a Policia Civil, a Policia Militar e o

Departamento Estadual de Transito.3"

Sucessivos dispositivos estaduais legais®”® foram dispostos como a Lei n. 9.006/2004
que definiu a estrutura atual da Secretaria e as subsequentes Lei n. 9.349/2005 e Lei n.
9.435/2005 que criaram as superintendéncias e vinculou o DETRAN a Secretaria da
Administracdo do Estado da Bahia. Em 2005, foi editado o Decreto 10.186/2005 modificando
a estrutura da secretaria com objetivo de modernizar o érgéo, além de estabelecer o modelo de
policiamento comunitario. A atual constituicdo da SSP/BA pode ser visualizada através do

organograma abaixo:

Figura 2 - Organograma da Secretaria de Seguranca Publica do Estado da Bahia®"*

372 BAHIA, Secretaria de Seguranca Publica. Plano Estadual da Seguranca Publica — Planesp — 2012 a 2015.
Salvador, Secretaria de Seguranca Publica, 2011.

373 |dem. lbidem.

374 BAHIA, Secretaria da  Seguranca Plblica. Organograma. Disponivel em:<
https://www.ssp.ba.gov.br/modules/conteudo/conteudo.php?conteudo=41> Acesso em: 19 Junho 2022
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N&o temos ambicdo nessa dissertacdo de discutir a fundo a organizacdo da SSP, e sim
destacar como o 6rgéo dispde o desenvolvimento e operacdo de recursos tecnolégicos e nessa
busca. Com essa intencdo, destacamos o papel da Superintendéncia de Telecomunicacdes
(STELECOM) e a Superintendéncia de Gestdo Tecnoldgica e Organizacional (SGTO). A
STELECOM foi criada em margo de 2004, com competéncia de promover a integracdo dos
6rgdos baianos de seguranca publica para o processamento de telecomunicagdo. Dentro essa
estrutura, existem os setores a Coordenacdo de Videomonitoramento e Seguranca Eletrénica
com objetivo de “(...) elaborar, dimensionar e implantar projetos fisicos e logicos de circuito
fechado de televisdo — CFTV e seguranga eletronica (...)”%” e a Coordenacéo de Projetos que
tem como finalidade de “(...) idealizar, formatar, elaborar e interagir com projetos de
telecomunicagdo, redes, sistemas de videomonitoramento (...)”. Como parte da STELECOM,
temos o Centro Integrado de Comunicagdo (CICOM) no qual funciona o Centro de Operacoes

da Policia Militar, Civil Tecnica, alem do Corpo de Bombeiros, para o atendimento ao cidadéo

375 BAHIA, Secretaria de Seguranga Publica. A Superintendéncia de Telecomunicagdes. Secretaria de Seguranca
Publica, Bahia. Disponivel em:< https://www.ssp.ba.gov.br/modules/conteudo/conteudo.php?conteudo=42>
Acesso em: 15 Julho 2022
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por linha telefonica, para assim promover a integracao entre tecnologias de comunicagdo por
rédio, assim como informagdes, o que permite o acumulo de dados para as agéncias policiais.
Considerando todas essas atribuicdes, podemos compreender a STELECOM como uma das
estruturas dentro do contexto da SSP/BA em que a aquisicdo e o desenvolvimento de aparatos
tecnoldgico € uma atividade central, especialmente a integracdo entre agéncias policiais, a
producdo de dados para essas e organizacdo da rede de videomonitoramento por circuito

fechado na Babhia.

O SGTO tem a finalidade de “(...)desenvolver as atividades de tecnologia da
informacdo e de gestdo organizacional, no ambito da Secretaria (...) conforme dispde o
Decreto Estadual 10.186/2006°7®. Esse 6rgdo tem uma papel central na promogdo de novas
tecnologias, especificamente aquelas informacionais, com diversas competéncias atreladas a
sua estrutura. Ndo é nossa finalidade aqui realizar uma abordagem completa dessas
competéncias, diante do amplo rol disposto no artigo 11 do mencionado decreto®’’, mas fica
marcado como a SGTO tem funcdes relacionadas a identificacdo de novas tecnologias para a
SSP, a formulacao de politicas, normas e padrdes para seu uso, a manutencao desses sistemas,

entre dezenas de outras relacionadas a tecnologias de informacdo e bancos de dados.

Além da organizacao institucional, a tecnologia ganha um lugar também na direcao das
politicas de seguranca publica, como pode ser visualizado no Plano Estratégico do Sistema
Estadual de Seguranca Publica (PLANESP) para o periodo de 2016-2025%"8, O PLANESP
funciona como um instrumento de gestdo, avaliacdo e monitoramento das acGes dos 6rgaos de
seguranca publica, estabelecendo os objetivos, principios, valores e a missao institucional do
Sistema de Seguranca Publica do Estado da Bahia.®”® Ou seja, este é o instrumento que

estabelece a direcdo da politica de seguranga publica na Bahia e aborda-lo se torna essencial se

376 BAHIA. Decreto 10.186. de 20 de Dezembro de 2006. Aprova o Regimento da Secretaria de Seguranca
Publica. Jusbrasil. Disponivel em:< https://governo-ba.jusbrasil.com.br/legislacao/76429/decreto-10186-06>
Acesso em: 23 Novembro 2022

377 Decreto Estadual 10.186. de 2016., Art. 11 - A Superintendéncia de Gestao Tecnoldgica e Organizacional, que
tem por finalidade desenvolver as atividades de tecnologia da informac&o e de gestdo organizacional, no &mbito
da Secretaria, em estreita articulacdo com as Unidades Centrais do Sistema Estadual de Administracdo e do
Subsistema de Desenvolvimento da Administragdo, compete: (...) a) coordenar o processo de formulacdo de
politicas, normas e padrdes de Tl e de seguranca na SSP;(...) ¢) identificar novas tecnologias, avaliar e propor
solucBes de Tl estratégicas, estruturantes e corporativas; (...) f) coordenar a aquisi¢do, instalagédo e manutencéo
de recursos de Tl para a SSP; (...)

378 BAHIA, Secretaria de Seguranca Publica. Planesp: Plano Nacional Estratégico do Sistema Estadual da
Seguranca Publica. 2. ed. Salvador: EGBA, 2019

379 |dem. lbidem. p. 9



https://governo-ba.jusbrasil.com.br/legislacao/76429/decreto-10186-06

152

quisermos questionar o papel de novas tecnologias nas atividades policiais de vigilancia e

monitoramento.

O PLANESP estabelece os valores organizacionais, principios ou crencas que guiam a
organizacdo e 0 modo de atuacdo do Sistema Estadual de Seguranca Publica do Estado da
Bahia. Entre esses principios, o plano estabelece: a) Servir e proteger; b) honestidade; c)
coragem; d) ética; e) responsabilidade social; f) respeito a vida, a cidadania e aos direitos
humanos; g) integracdo; h) aprimoramento técnico-profissional; i) tradicdo; j) tecnicidade.
Entre esses objetivos, destaca-se para os fins da nossa pesquisa de implantagéo, a integracéo, a
qual o documento descreve como “induzir e aglutinar as politicas institucionais da Seguranca
Publica, através da integracdo das bases territoriais, dos sistemas, bancos de dados e processos
criticos (...)”. Essa indicag@o de integragdo de sistemas e bancos de dados expde a direcdo do
trabalho da Secretaria e dos 6rgdos de seguranca publica para praticas de vigilancia e
organizacéo sustentados por armazenamento de dados em grande quantidade e com integragéo
sistematicas entre diversas agéncias e entidades, elemento essencial para a utilizacdo de

solugBes como o reconhecimento facial.>&

Posteriormente o documento situa uma série de tematicas ¢ “objetivos estratégicos” a
serem cumpridos pelos atores do Sistema Estadual de Seguranca Publica, destacando também
fatores criticos para sua realizacdo. E na secdo de objetivos estratégicos em que o PLANESP
expressa a importancia de novas tecnologias, em alguns momentos de forma mais expressa e
em outros implicitamente. Ao abordar a tematica de “promocao da paz social”, o PLANESP
dispde como objetivo estratégico “Aumentar a sensacao de seguranca publica” e dispde como
fator critico “Prover servigos de seguranga publica integralmente em todo o territorio baiano,
com especial atencdo as acBes preventivas e as novas tecnologias.” Posteriormente, ao abordar
a tematica de “Modernizacao Institucional”, o documento dispde como objetivo estratégico
“Universalizar o emprego de solugdes de tecnologia de informagdo e comunicacdo (TICS)” e
coloca como fator critico nessa direcdo “Estender o alcance da TIC a todas as unidades de
Seguranca Publica no territério baiano” e “Integrar bancos e bases de dados existentes na
Seguranca Publica bem como outros de seu interesse”. 8! Percebe-se aqui, de forma mais
explicita, como o PLANESP considera as solugbes tecnoldgicas informacionais e

computadorizadas como um pilar do planejamento da seguranca publica no periodo abordado.

380 |dem. Ibidem. p. 31
31 BAHIA, 2019a p. 54-63
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A leitura do PLANESP nos permite refletir que os atores da seguranca publica ndo
vislumbra a atualizacdo tecnologica como um objetivo estratégico em si, mas como um passo
essencial para alcancar a visdo estratégica do Sistema Estadual de Seguranca Publica. Ou seja,
a tecnologia é uma ferramenta necessaria, uma obviedade burocratica para o planejamento,
operacdo e avaliacdo das politicas aqui projetadas. Por outro lado, tecnologia também € vista
como uma ferramenta para trazer eficiéncia e potencializar resultados para a percepgéo social

sobre a seguranca publica, e para os objetivos de gestdo publica.

4.2.2. A materializacdo das novas tecnologias de vigilancia na politica de seguranca pablica na
Bahia

Refletindo sobre a organizacdo institucional da Secretaria combinada com 0 modo como
a tecnologia € trabalhada pelo PLANESP aponta para uma certa direcdo do uso de solucdes
tecnoldgicas e informacionais. Fica observado que solucdes tecnoldgicas sdo compreendidas e
aplicadas pelo governo estadual como ferramentas de apoio a um certo modelo de gestéo,
baseado em melhorar a “sensagéo de seguranga” a partir de padrdes de eficiéncia e notoriedade
da politica de seguranca publica. A inovacdo tecnoldgica seria um passo essencial para uma
seguranca publica mais eficiente, ficando necessério refletir como se ocorreu essa remodelacao
das agéncias policiais baiana. Esse processo estara expresso em especial tanto nos esquemas de
seguranca aplicados na capital Salvador/Bahia nos megaeventos esportivos entre 2013 e 2016,

mas também na instalacdo do Centro de Operacdes e Inteligéncia 2 de Julho em 2016.

Como megaeventos esportivos que convidam fluxos de capital, pessoas e objetos no
territério nacional, mas também internacionalmente, Copa das Confederac@es de 2013 e a Copa
do Mundo de 2014 assinalam a direcdo da politica de seguranga publica brasileira para 0 uso
de dispositivos tecnoldgicos e um modelo de securitizacdo liberal do espaco urbano. Bruno
Cardoso indica que megaeventos internacionais tém estabelecido um padrdo de fluxos no
campo da seguranca fundado em forte investimento e aquisicao de tecnologias de informacéo
e comunicacdo voltados a estabelecer uma infraestrutura de comando e controle, utilizada para
praticas de vigilancia e monitoramento. O autor reflete como esse processo acontece no Brasil
por meio de uma politica de modernizagdo na constituicdo de um sistema nacional integrado de

diversos Orgaos responsaveis por policiamento, defesa nacional e defesa civil.

Nesse contexto, as entidades federativas brasileiras foram palco no periodo entre 2013
e 2016 para a constituicdo do Sistema Integrado de Comando e Controle baseada na disposi¢do

de solucbes integradas das agéncias policiais e defesa, de forma a sediar megaeventos
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esportivos como a Copa do Mundo. Esse sistema tem como base a ferramenta Comando e
Controle, definida como “(...) novo paradigma operacional baseado em principios de
gerenciamento provenientes do mundo empresarial, reelaborados e adaptados pelas Forcas
Armados como uma doutrina militar de operagdes” 382, Segundo Cardoso, a légica desse
modelo baseia-se em maximizagdo da eficiéncia, compartilhamento informacdo, agdes
conjuntas e coordenadas, padrdes de respostas baseadas em analises situacionais. E notavel aqui
a potencializacdo do ethos neoliberal na racionalizacdo empresarial da seguranca publica, mas
conectadas ao que o autor descreve como ‘“organizagdo militarizada do espago urbano”, com
atuacdo policial cada vez mais calcada em protocolos militares e uso crescente de poderio

tecnoldgico de vigilancia e acimulo de informagges.>®

Dentro desse modelo, as cidade-sede da Copa da Confederacdes e da Copa do Mundo
receberam os Centros Integrados de Comando e Controles (Ciccs), caracterizadas como
estruturas fisicas com grande aparato tecnoldgico que permitia acdo institucional integrada
entre varios o0rgdos e agéncias policiais. Como explicam Philipp Augusto Krammer Soares e
Eduardo Cerqueira Batitucci®®, os Ciccs foram estruturas integrativas do sistema de seguranca
publica no pais, e eram baseadas especialmente em uso de tecnologia de Gltima geracdo, de
forma a obter o maximo de informacdes possiveis para a tomada de decisfes dos agentes de
seguranca envolvidos em operagdes. Com esses megaeventos, 0 Governo da Bahia passa a
afirmar um modelo de seguranca publica fundado em forte investimento tecnoldgico para

maximizacdo da eficiéncia dessas atividades.

Uma das caracteristicas desse modelo € a crescente definicdo de atividades de seguranca
publica com base na racionalidade empresarial, especialmente das empresas de tecnologia.
Bruno Cardoso®® assinala que com a formagéo do Sicc e dos Ciccs, empresas de tecnologia
acabam por ter um papel cada vez mais importante nas atividades de seguranca publica, diante
do modo como elas passam a desenhar modelos de acdo das agéncias de seguranca, ao fornecer

equipamentos e softwares para a producdo de dados ou videomonitoramento.

382 CARDOSO, Bruno. Estado, tecnologias de seguranca e normatividade neoliberal In: Tecnologias da
vigilancia: perspectivas da margem. Editora Boitempo, S&o Paulo, p. 92-104, 2018, p. 66

383 |dem. lbidem.

34 SOARES, Philipp Augusto Krammer e BATITUCCI Eduardo Cerqueira. O Centro Integrado de Comando
e Controle: ferramenta de coordenagdo, integracdo e planejamento na defesa social. Sdo Paulo v. 11, n. 2, 216-
232, Ago/Set 2017

385 CARDOSO, op. cit. p. 102
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Abordamos anteriormente como a racionalidade neoliberal informa a gestdo de
seguranca publica especialmente quando se trata de novas tecnologias. Felipe Freitas®® indica
esse processo como nascente nos anos 90 com a consolidacao do neoliberalismo como modelo
econémico e politico global e que no Brasil intensificou as logicas de privatizacdo, reducdo da
maquina publica, cortes em gastos sociais e estabeleceu o preceito da intervencdo minima do
Estado. Mas na seara do sistema penal, Freitas indica que essa racionalidade leva a uma viséo
gerencial das préticas policiais e carcerarias, na qual a producao eficiente de resultados é o meio

de combater o “mal’:

A ideia de gestdo eficiente vem acompanhada de uma abordagem muito peculiar do
sistema de justi¢a criminal e seguranga publica como uma “cadeia produtiva” (...).
E uma visdo que articula uma percep¢do do Estado como “gerente de politicas

publicas” e uma leitura do sistema penal como “luta do bem contra o mal” 38

Nesse sentido, a intersecdo entre publico e privado seria uma forma de obter o resultado
esperado de uma arquitetura com finalidade declarada de combate ao criminoso — aquele que é
o mal na sociedade dos cidaddos de bem. Como sabemos, a natureza desse rotulo é
historicamente racializada. Mas para os fins da nossa reflexao, é importante indicar como esse
modelo reorganiza o sistema penal para se tornar um espaco receptor de novas tecnologias,
dispositivos esses que em um cenario neoliberal se associam a intersecéo entre setor privado e
publico na comercializacdo e operacdo de novas solucdes. Ndo podemos esquecer também de
como a chegada de novas tecnologias permitem o rebranding da atuacdo policial a partir do
paradigma do policiamento algoritmo, algo que auxilia essa l6gica empresarial de operar o

sistema penal .38

A inclusdo da Bahia nesse modelo é perceptivel ao observarmos o esquema de seguranca
apresentado pela SSP/BA em Junho de 2013 para a Copa das Confederacdes. Na época, 0
secretario Mauricio Barbosa destacou a instalacdo do Centro Integrado de Comando e Controle
Regional (CICC) e a reunido de profissionais de diversas agéncias de seguranga. Observa-se
que o Governo da Bahia em seu portal, ao noticiar o esquema de seguranga, apontou que 0
objetivo do CICC seria 0 monitoramento em tempo real com 215 cémeras em locais
estratégicos, como a Arena Fonte Nova, o0 aeroporto, a rodoviarias, rodovias estaduais e

federais, portos e zonas hoteleiras. Também fica registrado a informacéo do secretario que as

36 FREITAS, 2015, p. 95-96.

387 |dem. Ibidem.

38 WANG, Jackie. “This Is A Story About Nerds and Cops”: PredPol and Algorithmic Policing. In: Carceral
Capitalism Semiotext (E) Intervention Series, Pasadena, 2018.p. 236



156

cameras permaneceriam em utilizacdo ap6s o fim da Copa, sendo utilizadas pelas agéncias

policiais como uma espécie de legado para a seguranca publica do estado.38°

Ha também a aquisicdo de imageadores, cameras especificas para utilizacdo em
helicopteros com objetivo declarados de identificacdo de pessoas classificadas como suspeitas
pelo Estado. Apesar de ndo necessariamente conectado com fins de vigilancia, marcante é a
aquisicdo de um Kit antibomba, o que incluiu um robd, raio x-portétil, tenda de contencao, além
de protecbes e um aparelho detector de substancias toxica, o que define a caracterizacdo da
tecnologia como suposta aliada a mobilizagdes contraterroristas. E evidente que o megaevento
abriu as portas para uma atualizacéo tecnolégica da arquitetura de seguranca publica, apontando
para um alto fluxo de investimentos, capitais e artefatos técnicos. O investimento no esquema
de seguranca na Copa das Confederacdes foi da ordem de R$ 94 milhdes entre recurso estaduais

e federais.

Na Copa do Mundo de 2014, em que esse modelo de seguranca ainda estava em teste,
apontamos o uso de 6culos com cameras de videomonitoramento por agentes da Policia Militar
com objetivo de registrar possiveis atos de vandalismo, uma clara preocupacao diante da
possibilidade de manifestacfes como aquelas que aconteceram em Junho de 2013 e que foram
respondidas com forte repressao policial. Observa-se também o aumento de nimero de cameras
fixas ou instaladas entre o esquema da Copa das ConfederacGes e a Copa do Mundo, indo de
um numero de 250 para 400 implantadas em unidades modveis e viaturas na Regido

Metropolitana de Salvador. 3%

A heranca definitiva desses megaeventos e da ferramenta Comando e Controle vai ser a
instalacdo na Bahia do Centro de Operac6es 2 de Julho, inaugurado em 18 de Junho de 2016,
com a presenga do Governador Rui Costa, no Centro Administrativo da Bahia. O equipamento
é um espaco de integracdo entre as agéncias do Sistema Estadual de Seguranca Publica e
expressa o poderio tecnologico como caracteristica das atividades policiais no territorio baiano.
Como centro das praticas de monitoramento na Bahia, sera o espaco de funcionamento do viria

a ser consolidar como o sistema de reconhecimento facial.

389 BAHIA, Governo da. Esquema de Seguranca esta pronto para a Copa das Confederacdes. Junho de 2013.
Disponivel em:< http://www.bahia.ba.gov.br/2013/06/noticias/copa-2014/esquema-de-seguranca-pronto-para-
copa-das-confederacoes/> Acesso em: 13 Junho 2022

3%0 TERRA. Policia de Salvador divulga esquema de seguranca para a copa. Portal Terra, 04 junho 2014.
Disponivel em:<https://www:.terra.com.br/esportes/futebol/copa-2014/policia-de-salvador-divulga-esquema-de-
seguranca-para-copa,83115a3ee5866410VgnVCM20000099cceb0aRCRD.html> Acesso em: 13 Junho 2022



http://www.bahia.ba.gov.br/2013/06/noticias/copa-2014/esquema-de-seguranca-pronto-para-copa-das-confederacoes/
http://www.bahia.ba.gov.br/2013/06/noticias/copa-2014/esquema-de-seguranca-pronto-para-copa-das-confederacoes/
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Nomeado com a data da Independéncia da Bahia, o equipamento buscou simbolizar uma
conexao entre a identidade baiana e a promogéo de politicas de seguranca publica do governo
local, especialmente aquelas voltadas para monitoramento tecnoldgico. O equipamento € um
prédio de quatro andares que custou R$ 260 milhdes em recursos estaduais, marcado pelo
carater modernizante até em sua arquitetura com fachada envidracada que reflete a paisagem
ao seu redor. Nessa diregéo, o Centro de Operacdes e Inteligéncia (COIl) representa a afirmacao
da ferramenta Controle e Comando na politica de seguranca publica estadual. Em primeiro
lugar, o COI tem uma logica de conexdo e integracdao de agéncias, com a reuniao das policias
militares, civil, técnica, o Corpo de Bombeiros, além de agregar efetivos federais e municipais,

com cerca de 400 profissionais de seguranca trabalhando no espago:

O COlI contempla a Central de Atendimento da Policia Militar, a Superintendéncia de
Inteligéncia da Secretaria da Seguranca Publica do Estado — SSP, o Centro Integrado
de Comando e Controle Regional — CCCR, Comando Geral do Corpo de Bombeiros,
Policia Militar, Policia Civil, Policia Técnica e do setor de integracdo da Guarda
Municipal de Salvador e a Superintendéncia de Transito e Transporte de Salvador —

Transalvador, entre outros setores operacionais.391

O COI tem como marco regulatorio o Decreto Estadual n. 16.852/2016 que institui o
Centro de Operac0es e Inteligéncia e 0 Comité de Gestdo de Crises no ambito da SSP/BA. A
instituicdo teria finalidade de viabilizar e reforcar a atuacgdo integrada e transversal das agéncias
de seguranca publica e defesa civil da Bahia no atendimento de emergéncias e urgéncia, assim
como a coordenacao de acdes taticas e operacdes. Nesse sentido, 0 COI tem como objetivo que
“(...) as demandas recebidas sejam adequadamente solucionadas dentro de um contexto de

atuacdo multi-institucional.”

A leitura do Decreto também nos permite visualizar como o COl — 2 de Julho
representou a afirmacéo da ferramenta do Comando e Controle utilizado nos megaeventos que

0 antecedem:

Art. 4° - Para regular o funcionamento do COI serdo utilizados os seguintes
mecanismos e documentos:

()
IV - Comando e Controle.

Art. 5° - Para fins desse Decreto, consideram-se:

391 GEOHIDRO. Fiscalizagdo das obras do Centro de Operaces e Inteligéncia de Seguranca. Disponivel
em:<http://www.geohidro.com.br/project/fiscalizacao-das-obras-do-centro-de-operacoes-e-inteligencia-de-
seguranca-coi/> Acesso em: 10 Junho 2022
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IV - Comando e Controle: atividade que propicia o funcionamento de uma cadeia de
comando, envolvendo basicamente 03 (trés) componentes - autoridade, processo
decisorio e estrutura - com o objetivo de otimizar o exercicio da direcéo, do controle

e da coordenacdo, possibilitando o acompanhamento em tempo real das acGes em

CUI’SOgg2

A afirmacéo dessa ferramenta coaduna-se com o carater integrativo no Sistema Estadual
de Seguranga Publica que o COIl representa, especialmente a partir de novas tecnologias. O COIl
seria 0 ponto de comunicacdo e compartilhamento de informacdes entre diversas agéncias de
seguranca publica e defesa civil, seguindo a tendéncia do Ciccs nos megaeventos de 2013 e
2014, servindo centro operacional de monitoramento na Bahia, com objetivo integrar 22
Centros Regionais de Comunicacdo com auxilio de aparatos tecnoldgicos que maximizem as
atividades de seguranca publica e defesa civil no territorio baiano. Dentro da l6gica do
Comando e Controle, os artefatos tecnol6gicos serviram como suporte para 0S pProcessos
decisorios, a organizacdo da arquitetura de vigilancia e no auxiliar nas acbes em curso na pasta
de agéncias policiais, a0 mesmo tempo que permite que haja integracdo entre diferentes
agéncias policiais. Nessa dire¢cdo, 0 Governo da Bahia ndo foi timido ao dispor o uso de novas

tecnologias como elemento imprescindivel para o COl, ao dispor sobre suas competéncias:

Art. 2° - Compete ao COl:

| - consolidar, fortalecer e integrar a gestdo das a¢fes de seguranca publica e defesa
civil, em situagdes atipicas, que exijam uma resposta dos érgdos envolvidos,
notadamente, nos casos de gestdo de incidentes em situagdes ordinarias,
extraordinarias e especiais, com 0 uso de recursos tecnoldgicos e logisticos para a
tomada de decisdes conjuntas;

()
IV - disponibilizar ambiente dotado de modelo légico, utilizando ferramentas de
inteligéncia e sistemas tecnolégicos de Ultima geracdo, capazes de prover uma

imagem fiel e em tempo real do panorama global sob foco; 3%

A tecnologia é um elemento imprescindivel para a instituicdo e operacdo do COIl como
um equipamento de consolidacdo, fortalecimento e integracdo do Sistema Estadual de
Seguranca Pablica. Expondo isso, o Decreto, em seu artigo 3, exige representantes do SGTO e
do STELECOM assim como da Superintendéncia de Inteligéncia (SI) como integrantes da
composi¢éo do COI. Da mesma forma, o §5° do supracitado artigo também destaca o dever das

unidades da SSP/BA de tomar providéncias para que sua estrutura, recursos e dispositivos sejam

392 BAHIA. Decreto Estadual n. 16.852, de 14 de Julho de 2016. Institui o Centro de Operagdes e Inteligéncia e
Comité de Festdo de Crises, no ambito da Secretaria de Seguranca Publica. Disponivel em:<
https://leisestaduais.com.br/ba/decreto-n-16852-2016-bahia-institui-o-centro-de-operacoes-e-inteligencia-e-o-
comite-de-gestao-de-crises-no-ambito-da-secretaria-da-sequranca-publica> Acesso em: 23 Novembro 2022

393 |dem. Ibidem.
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integrados ou estejam em condicao de ser integrados ao COI, de modo a garantir a capacidade
de operacdes, controle e monitoramento. Portanto, uma finalidade essencial do COIl é que, por
meio da integragdo entre unidades e 6rgdos com recursos e bancos de informacdes, seja possivel
expandir a capacidade de vigilancia, algo essencial para o uso de tecnologias que operam com

base em dados pessoais, como o reconhecimento facial.

Figura 3 - A sala de videomonitoramento do COI — 2 de Julho 3%

A descricdo fisica do espaco indica como solucBes de videomonitoramento sdo uma
caracteristica primaria do COIl. O espaco tem uma sala de videomonitoramento com cameras
em tempo real, um call-center do 190 da Policia Militar, além de um espaco especifico da
Secretaria de Administracdo Prisional e Ressocializacdo (Seap) para monitoramento de presos.
Em seu lancamento, a sala de monitoramento estava pronta para projetar imagens de 1.000
cameras em tempo real que séo projetadas em uma painel de 14 metros de largura e 7 metros
de altura. Esse nimero de cameras ndo inclui ainda aquelas utilizadas pela empresa CCR que
opera 0 metrd de Salvador/Bahia, além da ViaBahia, concessionaria administradora das
rodovias BR-324 e BR-116. Também seriam transmitidas imagens pelo imageador acoplado no
helicoptero da Policia Militar, novamente apontando para a ampliacdo da capacidade de

videovigilancia do Estado.

Ora, o0 que fica perceptivel através dessa descricdo do centro de operagdes, € que 0

videomonitoramento e a aquisi¢cdo de artefatos tecnologicos se convertera em um pilar

394 Imagem retirada do site da empresa GEOHIDRO Disponivel em:,
http://www.geohidro.com.br/project/fiscalizacao-das-obras-do-centro-de-operacoes-e-inteligencia-de-sequranca-
coi/> Acesso em: 10 Junho 2022
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importante da politica de seguranca publica na Bahia a partir de 2016. Percebe-se com o uso de
instrumentos tecnoldgicos que o COl expande a capacidade das agéncias penais de vigiar o
espaco, para além de rondas, de delegacias e postos policiais ou de bases policiais, 0 que nos

3% que destacamos no

faz retornar ao conceito de “elasticidade” descrito por Acacio Augusto
Capitulo Um como um elemento caracterizador das novas tecnologias de vigilancia. Nesse
sentido, a ampliagéo da capacidade de monitoramento das agéncias penais partirem de um
centro integrado e um circuito complexo de videomonitoramento da elasticidade a capacidade
do Estado em promover suas praticas de vigilancia e captura de pessoas classificadas como
“criminosas” e trazer estas para dentro do sistema penal. Observa-se inclusive que diferentes
fases da persecucdo penal sdo acompanhadas a partir da rede de videomonitoramento e 0
processo de integracdo organizacional: o policiamento ostensivo é auxiliado por caAmeras em
tempo real; praticas investigatdrias e buscas por pessoas classificadas como suspeitas recebem
0 suporte de registros visuais; auxilia-se no monitoramento de pessoas capturadas pelo sistema

penitenciario.

Retornando ao dispositivo de instituicdo do COI, o artigo 3, 84°, também menciona a
possibilidade colaboracdo com entidades publicas e privadas para atuacdo direta ou indireta na
seguranca publica ou defesa civil no territorio baiano, através de Termo de Cooperagdo Técnica.
Percebe-se aqui como a possibilidade de intersecdo entre o setor privado e publico também se
Vé presente, algo que fortalece o espaco para o desenvolvimento de novas solugdes tecnoldgicas
para uso policial. Em conjunto com a potencializacdo da capacidade integrativa de vigilancia
por videomonitoramento, a instalacdo do COIl como equipamento institucional de direcdo da
politica de seguranca publica na Bahia pode ser traduzida como o solo perfeito para germinar

0 uso de solugdes de reconhecimento facial.

Na mesma seara de expansdo do videomonitoramento, outro exemplo da direcdo da
arquitetura de vigilancia baiana para novas tecnologias esta na utilizacdo de drones pelo
Grupamento Aéreo da Policia Militar da Bahia(GRAER), adquiridos em Janeiro de 2018 ap06s
trés anos de estudo e treinamento. A primeira missédo das aeronaves nédo-tripuladas foi a
realizacdo de levantamentos de area prisionais em Salvador e das demais cidades da Bahia,
apontando para a capacidade de visualizagéo desses artefatos e como eles funcionaram para

auxiliar a arquitetura de gerenciamento, vigilancia e controle daqueles classificados como

3% SEBASTIAO JUNIOR, Acécio Augusto. Politica e policia: medidas de contencdo de liberdade: modulacdes
de encarceramento contra os jovens na sociedade de controle. 2009. 181 f. Dissertacdo (Mestrado em Ciéncias
Saciais) - Pontificia Universidade Catolica de Sdo Paulo, S&o Paulo, 2009.
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criminosos.2®® Drones no arsenal de vigilancia do Estado permitem uma maior capacidade de
observacdo, com facil movimento e menor possibilidade de serem detectados pelos vigiados, 0
que pode ser observado no uso dessas ferramentas no Carnaval de Salvador em 2019, em

paralelo com as solugdes de reconhecimento facial e optico . 37

Portanto, o periodo de 2010-2018 foi caracterizado por uma continua busca dos 6rgaos
estatais por novas tecnologias como parte do seu objetivo de modernizacdo das politicas de
seguranca publica e aumento do que ¢ denominado “sensagdo de seguranca”. Os grandes
eventos como a Copa das Confederacdes de 2013, a Copa do Mundo 2014 e até mesmo a
Olimpiadas do Rio de Janeiro de 2016 se tornaram marcos na renovacgdo tecnoldgica da
seguranca publica na Bahia. Entretanto, essa renovacao nao significou uma alteracdo no modo
de operacdo das agéncias policiais em face da populacdo negra que permanece sendo vitima da
truculéncia dos agentes do Estado. Os megaeventos mencionados e a implantacdo do Centro de
OperacBes e Inteligéncia representaram a potencializacdo da capacidade de uma politica de
seguranca publica fundada em brutalizacdo de realizar operacGes de vigilancia e
monitoramento. O reconhecimento facial sera mais uma solucdo tecnolégica no arsenal cada
vez mais tecnoldgico das policias baianas e sua chegada a Bahia estard profundamente
conectadas com esse processo de inovagdo e reformulacdo da vigilancia policial estadual.

3.2.3. Nasce o reconhecimento facial baiano: o Projeto-Piloto Video-Policiamento

Os megaeventos e a implantacdo do COI analisados anteriormente ndo representaram
somente marcos na reformulacdo da politica de seguranca publica baiana para um foco no
monitoramento tecnologico, mas também deram lastro juridico e administrativo para sua
implantacdo. Isso se da pois durante o periodo dos megaeventos esportivos, a Secretaria de
Seguranca Publica do Estado da Bahia estabeleceu um contrato com a empresa espanhola El
Corte Inglés Brasil Ltda como responsavel pela gestdo da? tecnologia de videomonitoramento
utilizado naquele periodo. As pesquisadoras Ana Beatriz Santos Pires, Gabriela Cavagnoli,
Gabriela Cotello, Glendha Visani, Leticia Gongora®®, através de entrevista com o 6rgao,
alertaram que a aquisicdo do reconhecimento facial foi realizado pela SSP/BA por meio um

3% PILOTO POLICIAL. GRAER da PM da Bahia passa a integrar drones em suas operagdes. Piloto Policial, 06
Fev 2018. Disponivel em:<https://www.pilotopolicial.com.br/graer-da-pm-da-bahia-passa-a-integrar-drones-em-
suas-operacoes-aereas/> Acesso em: 15 Julho 2022

397 WENDEL, Bruno. Carnaval em Salvador tera drones e policiais disfarcados em circuitos. Correios, Salvador,
26 Fevereiro 2019. Disponivel em:< https://www.correio24horas.com.br/noticia/nid/carnaval-em-salvador-tera-
drones-e-policiais-disfarcados-nos-circuitos/> Acesso em: 15 Julho 2022

3% PIRES, CAVAGNOLI, COTELLO, VISANI, GONGORRA. Alvos predeterminados: Um estudo de caso sobre
a implantacdo da tecnologia de reconhecimento facial na Bahia. In: Dados, privacidade e persecucéo penal:
cinco estudos. FGV Direito S&o Paulo, Data Privacy Brasil, 2021, p. 18-63
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aditivo ao mencionado contrato. Escapando da necessidade de licitagdo apartada, permitiu que
é empresa espanhol trouxesse para Bahia 0s equipamentos necessarios para utilizacdo do
sistema, além da compra do software de analise de video da empresa chinesa Huawei, pelo
investimento de 18 milhdes reais em recursos estaduais. Nesse novo arranjo, ao inves de
realizacdo de licitacdo apartada, foi permitido a empresa espanhola trazer para Bahia
equipamentos e o software de reconhecimento facial da companhia chinesa Huawei. O

Em 17 de Outubro de 2018, Sun Baocheng a presidente da CNBG (grupo a qual a
Huawei faz parte) informou em um painel de tecnologia que a empresa estava realizando um
programa piloto na Bahia para implantagdo de videomonitoramento inteligente, apontando
avancos na instalacdo desse projeto. O projeto seria liderado pela El Corte Inglés e estaria
destinado a integrar as cameras de propriedade da SSP/BA entre si e a plataforma de analise do
videomonitoramento inteligente, que promoveria entre outras fungdes, a solucdo de

reconhecimento facial.®%

Tratamos anteriormente como a interseccdo entre o setor privado e o publico € uma
caracteristica fundamental do uso de novas tecnologias, especialmente soluces biométricas de
vigilancia como o reconhecimento facial, que depende da expanséo dos bancos de dados pelas
grandes empresas, algo perceptivel no caso baiano pela contratacdo da gigante Huawei para
solucdes de analise visual — tanto m reconhecimento facial ou éptico. Demonstra-se aqui como
o caréater neoliberal de flexibilizacdo entre essas fronteiras é perceptivel no modo de aquisi¢cdo
do sistema. Em verdade, fica nitida a escolha por um atalho burocréatico ao invés do
procedimento licitatorio, de forma evitar os tramites burocraticos do Direito Administrativo e
assim permitir a compra e inicio de operacdo de maneira mais célere. Aqui, pontuamos como o
uso desse atalho leva a uma série de preocupacdes associadas a natureza de sistemas de

reconhecimento facial.

O procedimento utilizado pela Administracdo Puablica implica em processos de
aquisicdo realizado de forma obscura, sem efetivar o principio da publicidade,
consequentemente levando ao sistema a ser imune ao escrutinio publico. A logica da
implantacdo realizada de forma répida e oculta aos olhos puablicos vai em contraponto ao
PLANESP e a suposta direcdo da seguranca publica baiana para uma maior proximidade da

populacédo. A tecnologia é presumida como um beneficio para a populacéo e sua participacao

3% FERREIRA, Wanise. Smart cities: Salvador e Buzios fazem pilotos de videomonitoramento inteligente.
Telesintese, 17 Outubro 2018 Disponivel em: <https://www.telesintese.com.br/smart-cities-salvador-e-buzios-
fazem-pilotos-de-videomonitoramento-inteligente/> Acesso em; 15 Junho 2022
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no processo decisorio da sua aquisicao é desnecessaria, ao menos na fase do projeto-piloto. Em
sua logica questionavel de “aumentar a sensac¢ao de seguranga”, a solucdo tecnologica para um
videomonitoramento inteligente é disposta como passo que o Estado pode tomar sem a

participacdo da Sociedade Civil.

Nesse processo de implantacéo, é possivel observar o que Marda e Naryan“® descrevem
como opacidade do uso policial de tecnologias baseadas no tratamento de dados, ou seja, 0
modo como a burocracia estatal blindam seu funcionamento e realidade institucional,
dificultando nosso entendimento sobre detalhes da sua implantacdo, funcionamento e
utilizagdo. Essa reflex&o implica em questionar se a decisdo de implantar esse sistema levou em
conta a problematica do tratamento de dados pessoais sensiveis de milhdes de baianos.
Manifestacdes do governador Rui Costa na época do langamento*®*, no sentido de expandir o
sistema para que todos os baianos sejam passiveis de identificacdo expBe uma falta de
preocupacao com a possibilidade de intervencdo nos dados pessoais sensiveis 0s quais 0 sistema
manipula. Ao acelerar o processo de aquisi¢do do sistema de forma a evitar o procedimento
mais burocrético e participativo, o Governo da Bahia acaba por ndo revelar para a sociedade as
caracteristicas desse sistema e suas possibilidades de violacdo de direitos e garantias
fundamentais, especialmente aquelas relativas a injusticas raciais, de género e outros
marcadores de diferenca. Nao é relevante se essa decisao foi intencionalmente direcionada ao
silenciamento, mas sim que o resultado foi impossibilitar o questionamento da sociedade civil
Nesse sentido, destaca-se que procedimento de implantagdo ocorreu sem a confecgdo de
nenhum tipo de instrumento semelhante ao Relatério de Impacto a Prote¢do de Dados, 0 que
pode ser explicado pela precedéncia da implantacéo a edicdo da LGPD. mas tendo em vista 0s
principios da finalidade e publicidade que regem a Administracao Publica, a necessidade algum

instrumento que verifique riscos a direitos de privacidade seria essencial nessa fase.

A implantacdo do reconhecimento facial como projeto-piloto parte de uma visdo que a
instalagdo de novas tecnologias no policiamento sdo passos previsiveis e naturais na
modernizacdo da seguranca publica. A implantacao é simplesmente mais uma etapa no processo
de atualizacdo da seguranca publica e, dessa forma, ndo parece ter razdo para 0 Seu

questionamento ou um processo cuidadoso e publico para sua aquisicdo. Na mesma seara, a

400 MARDA, NARYAN, 2020, p. 7

401 CARDOSO, Daniela. Governador diz que implantara sistema de reconhecimento facial para auxiliar na
seguranga puUblica. Acorda Cidade, Feira de Santana, 25 Julho 2018. Disponivel em:<
https://www.acordacidade.com.br/noticias/governador-diz-que-implantara-sistema-de-reconhecimento-facial-
para-auxiliar-na-seguranca-publica/> Acesso: 25 Junho 2022
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aquisicdo e instalacdo séo atravessadas por um siléncio relativo a questéo racial, tendo em vista
os problemas de vieses com solucdes de reconhecimento facial, mas também as criticas ao
sistema penal brasileiro como o espaco de brutalizacéo de corpos negros. Apesar de ser clientela
preferencial das agéncias penais, a populacdo negra € invisibilizada em discussbes que

implicam na ampliacéo tecnoldgica desse sistema.

Merece destaque também o uso da nomenclatura “projeto-piloto” para o0 primeiro
periodo do uso do reconhecimento facial na Bahia. Nessa ldgica, € interessante como esse
processo inicial de experimentacdo da solugdo de reconhecimento facial, a partir da
nomenclatura de “projeto-piloto”. Permitamos a voltar para a analise de Kate Gates*%? sobre a
implantacdo do reconhecimento facial em Ybur City, Florida, em 2001. A autora destaca que
na ocasido a cidade turistica estadunidense foi exposta como uma laboratorio da tecnologia,
como um espaco de experimentacdo dessa nova tecnologia que prometia uma melhora da
qualidade vida. A ideia de experimentacdo aqui auxilia na projecdo da tecnologia, pois ao
mesmo tempo, permite que seus operadores justifiquem erros — que se configuram em violagoes
de direitos fundamentais — assim como possam utilizar essa fase como uma forma de projetar a
tecnologia para posterior projecdo. Na Bahia, similar l6gica foi aplicada, com o projeto-piloto
sendo associado a uma tentativa inicial de lidar com “medo da criminalidade” e busca da
“sensacdo de seguranga”, objetivada pelo PLANESP. Ao mesmo tempo que marcou a Bahia
como um laboratorio de videomonitoramento para todo o Brasil, algo também objetivado pela

PLANESP que expressou 0 interesse de projetar a seguranca publica baiana nacionalmente.

E nesse contexto em que na data de 18 de Dezembro de 2018, é oficialmente lancado
no Centro de Operacdes e Inteligéncia 2 de Julho, o Projeto-Piloto Video-Policiamento, como
a continuacdo de um processo de atualizacdo tecnoldgica da politica de seguranca publica na
Bahia em paralelo a permanéncia e manutencéo do terror racial. Mas aqui fica o questionamento
como exatamente € operado e utilizado esse sistema pela SSP/BA e como foi o periodo inicial
do projeto-piloto na Bahia. Esse sera nosso proximo passo na analise do sistema de

reconhecimento facial do Estado da Bahia.

3.3. Entre o projeto-piloto e projeto-expansdo: a consolidacdo do sistema de

reconhecimento facial na Bahia.

402 GATES. 2011, p. 76
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Com a contextualizacdo da politica de seguranca publica que o reconhecimento facial e
sua implantacdo estdo inseridos, podemos iniciar a analise do projeto-piloto e sua eventual
expansdo. Mas antes precisamos realizar um anotacdo metodologica sobre o percurso que
realizamos para realizar essa narrativa de implantacdo. Utilizamos como fonte o Arquivo de
Noticias da Secretaria de Seguranca Plblica/BA*% para coleta de informagdes sobre o uso do
reconhecimento facial. Também utilizamos noticias da imprensa e documentos oficiais, a
exemplo do Termo de Referéncia para processo licitatério, a qual levou a contracao de empresa

para a expansdo do sistema.

3.3.1. A utilizacdo do reconhecimento facial no Projeto-Piloto Video-Policiamento: Video

Cloud, grandes festejos e o reconhecimento

O software de reconhecimento facial como pré-requisito basico para que o sistema
biométrico funcional é nosso primeiro objeto de analise Ndo temos intencdo aqui de realizar
uma profunda abordagem sobre as especificidades técnicas da tecnologia, mas simplesmente
indicar elementos essenciais para nossa pesquisa. Como apontamos no topico anterior, a
solucdo adquirida durante o projeto-piloto Video-Policiamento foi da empresa chinesa Huawei.
Conforme informa o diretor da empresa, Romulo Horta, na época de langamento do sistema, a
solucdo utilizada na Bahia tem como denominacédo Video Cloud (nuvem video), definida como
um “(...) sistema de video analitico que tem capacidade fazer reconhecimento facial, contagem

de pessoas e leitura de placas”.4%*

No portal eletrénico da Huawei, a VideoCloud é apresentada como uma solugédo
tecnologica capaz de prover “uma infraestrutura segura, confiavel, escalavel para sistemas de
videovigilancia, Smart Grid e sistemas de reconhecimento de objetos™*®. A empresa explica
gue essa solucdo avanca em comparacdo a tradicionais sistemas de video, pois utiliza uma

nuvem de armazenamento para integrar video, imagens e bancos de dados, permitindo uma

403 No que tange o Arquivo de Noticias, um alerta deve ser realizado em relagéo a disponibilidade das noticias.
Apos o fim do periodo eleitoral, quando o arquivo voltou a permitir acesso conforme legislagdo eleitoral, foi notado
gue todas as noticias do portal anteriores a Junho/2022 ndo estamos mais no portal. Isso quer dizer que grande
parte das noticias sobre o reconhecimento facial que estdo citadas nessa dissertacdo ndo tem disponibilidade na
internet. N&o temos conhecimento essa exclusdo foi intencional ou um erro no sistema da SSP/BA, mas aqui
encontramos um empecilho na transparéncia da politica pablica de seguranca publica e o uso da tecnologia.

404 HORTA, Romulo. Salvador integra 1900 cAmeras em sistema Unico de seguranca. [Entrevista concedida a]
CDTV. Convergéncia Digital. Salvador, 25 Outubro 2018. Disponivel em:<
https://www.convergenciadigital.com.br/Seguranca/Salvador-integra-1900-cameras-em-sistema-unico-de-
seguranca-49299.html?UserActiveTemplate=mobile%2Csite> Acesso em: 07 Agosto 2022.

45 HUAWEIL Introducing Huawei’s Video Cloud Solution. Huawei. Disponivel em:<
https://e.huawei.com/za/videolist/video/99575606165e4b92907194145bab31ce> Acesso: 08 Agosto 2022
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conexdo rapida e eficiente para atividades de vigilancia, especialmente praticas de analise

algoritmica visual, além de ter uma alta capacidade de armazenamento.

A Ouvidoria da SSP/BA informa que a solucgéo de Video Cloud utilizada pelo 6rgéo é o
é o Intelligent Video System 3800 (1VVS3800).4% Essa ¢ uma solugdo que permite a integragéo
e simplificacdo de interconexdo de conjuntos de dados captados em video em um sistema
publico, ajudando aos operadores realizarem analises. O 1VS3800 utiliza “container-based
cloud tools” para realizar analises de dados de video, com destaque para praticas de
reconhecimentos de objetos e pessoas, 0 que inclui a biometria facial. *° De forma geral, a
solucdo VS permite armazenamento em nuvem de imagens e videos para que seja realizado o
processamento, transmissao e processamento dos dados de forma rapida, medida e eficiente®°®,
0 que €é essencial para o estabelecimento de uma arquitetura de videovigilancia urbana como a

objetivada pelo Governo da Bahia.

Mas como aprendemos, um software de reconhecimento facial s6 funcionara caso esteja
conectado com bancos de dados carregados dos dados biométricos das pessoas que seus
operadores desejam identificar e/ou verificar, como no caso de um sistema de reconhecimento
facial para agéncias policiais. Nesse dire¢do, na ocasido do lancamento do Projeto Piloto Video
Policia, foi informado que o banco de dados seria composto por imagens de pessoas procuradas
pela Justica Criminal, assim como pessoas desparecidas. Na ocasido, foi informado que 65 mil
pessoas ja estavam cadastradas no sistema, com o banco de dados sendo alimentado pela
Superintendéncia de Inteligéncia, com prioridade para pessoas classificadas como “criminosos
mais perigosos”.*®® N&o ha informagcdes de qual seria a fonte das imagens captadas dessa carga
inicial do sistema de reconhecimento facial baiano, mas em Janeiro de 2020, através de uma
reportagem do jornal Correio, foi informado que estas eram fornecidas pelo Banco Nacional de
Mandados de Pris&o do Conselho Nacional de Justica (CNJ).*°

406 Resposta a demanda junto a Ouvidoria da SSP/BA — Manifestacdo n. 2639779, Protocolo. 1862. Anexo |

407 AI-SURVEILLANCE. HUAWEI 1VS3800-V2 Intelligence Video Storage and Inspection Series.
Disponivel em: http://www.ai-af.cn/huawei-ivs3800f-v2-en. Acesso em: 08 de Agosto de 2022.

408 WVENTURA, Marcos. Solugdes Huawei para Smart SubStation. Apresentagdo. Disponivel em:
http://www.utcamericalatina.org/novoSite/wp-content/uploads/2020/11/Soluc%CC%A70%CC%83es-Huawei-
para-Smart-SubStation.pdf Acesso em 13 Agosto 2022.

409 BAHIA, Secretaria de Seguranga PUblica da. Video Policiamento vai facilitar identificagdo de procurados.
Secretaria de Seguranca Publica, Tecnologia, 18 Dezembro 2018. Disponivel em:< > Acesso em:

40 pALMA, Amanda, PACHECO, Clarissa. Entenda como funciona o reconhecimento que ajudou a prender mais
de 100 na  BA. Correios. Entre, 05 de  Janeiro 2020. Disponivel em:<
https://www.correio24horas.com.br/noticia/nid/entenda-como-funciona-o-reconhecimento-facial-que-ajudou-a-
prender-mais-de-100-na-ba/> Acesso em: 17 Novembro 2022
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O Banco Nacional de Mandados de Prisdo do CNJ é previsto pela Lei 12.403/2011 que
alterou o Codigo de Processo Penal para adicionar o artigo 289-A, dispondo que “O juiz
competente providenciard o imediato registro do mandado de prisdo em bancos dados (...)”,
assim como prever em seu 81, a possibilidade qualquer policial pode cumprir mandado de
prisdo registrado pelo CNJ, ainda que fora da competéncia do juiz que expediu. A Lei também
disp0s a competéncia do CNJ para regulamentar o banco, o que foi incialmente realizado
através da Resolucdo 137/2011 que instituiu 0o Banco Nacional de Mandados de Prisdo
(BNMP).*! Posteriormente esse dispositivo foi revogado pela Resolucdo 251 /201842 que
instituiu 0 Banco Nacional de Monitoramento de Prisdes (BNMP 2.0). A Resolugéo n. 417/2021
regulamentou o Banco Nacional de Medidas Penais e Prisdes (BNMP 3.0)*'2 e revogou a
anterior, sendo este o atual banco de dados do Conselho Nacional de Justica e do Sistema de

Justica Criminal para mandados de prisdo.

Tendo em vista o langamento do Projeto-Piloto Video Policiamento ocorreu em
dezembro de 2018, considera-se que a primeira carga de mandados de prisdao em aberto que
alimentou o sistema de reconhecimento facial foi o BNMP 2.0, ou seja, a segunda versao do
banco de mandados em prisdo em aberto do CNJ. No entanto, como observam as pesquisadoras
Pires, Cagnoli, Cotello, Visani e Gongora*'* a partir de entrevista realizada com membros da
SSP/BA, apontam que além do banco do CNJ, também foi utilizada a Base de Registro Civil
da Bahia. A SSP/BA informa essa base € um banco de informagdes menor, mais preciso e com
melhor qualidade nas fotos, a sua utilizacdo levaria 0 aumento de resultados positivos na
identificacdo de pessoas pelo sistema em detrimento a um alto niumero de alertas obtido
inicialmente.*'® Nesse sentido, a formacdo do banco de dados utilizado no reconhecimento
facial funciona na conexdo entre dados de pessoas foragidas adquiridas junto ao CNJ com as

informacdes mais precisas e registros fotograficos da Base de Registro Civil.

A construcdo da base de dados utilizada pela SSP/BA indica como novas tecnologias

biométricas e algoritmicas permitem o cruzamento e transmissao de dados entres bases de dados

411 CONSELHO NACIONAL DE JUSTICA. Resolugdo N° 137 de 13/07/2011. Brasilia, 13 de Julho de 2011.
Disponivel em:< https://atos.cnj.jus.br/atos/detalhar/atos-normativos?documento=134> Acesso em: 12 Agosto
2022.

412 CONSELHO NACIONAL DE JUSTICA. Resolugdo N° 251 de 04/09/2018. Brasilia, 04 de Setembro de 2018.
Disponivel em:< https://atos.cnj.jus.br/atos/detalhar/atos-normativos?documento=2666> Acesso em: 12 de
Agosto de 2022

413 CONSELHO NACIONAL DE JUSTICA. Resolugdo N° 417, de 20/09/2021. Brasilia, 21 de Setembro de 2021.
Disponivel em:< https://atos.cnj.jus.br/atos/detalhar/4115> Acesso em: 12 de Agosto 2022.

414 PIRES, CAVAGNOLI, COTELLO, VISANI, GONGORRA. op. cit. p. 21

415
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ao alcance das agéncias policiais para suas tarefas de videomonitoramento, um objetivo que,
como vimos no Capitulo Um, estava inscrito nos interesses dessas agéncias desde o século
XVIII com a antropometria. Ndo ha informacdes se ocorreu o uso do atual BNMP 3.0 para
carga de dados de pessoas declaradas foragidas da Justica para o banco de dados da SSP/BA
Caso seja utilizado, entendemos que esse carater integrativo tende a ser acelerado, tendo em
vista que o BNMP 3.0. integra na sua plataforma diversas bases de dados com registros de
pessoas presas e foragidas da Justica Criminal. Como explica a Associacdo de Advogados de

Sao Paulo*t®

, pessoas detidas pela policia ja tem sua identificacdo biométrica realizada aos
serem apresentadas para a audiéncia de custddia, instrumento processual no qual se determina
que todo preso em flagrante deve ser levado perante a autoridade policial para averiguacao da
legalidade da prisdo e para se determinar se ha necessidade de conversao para prisao preventiva.
Os dados das audiéncia de custodia sdo alimentados ao Sistema de Audiéncia de Custodia
(SISTAC), um banco desenvolvido pelo CNJ em 2015 com objetivo de registro das audiéncia

e producdo das atas, dando celeridade ao procedimento.*t

Com a chegada do BNMP 3.0, o registro de dados pessoais e processuais, entre eles a
biometria facial, realizados no SISTAC, também passam a ser alimentado a alimentar o banco
de mandados, expressando a integracdo entre diferentes sistemas. Esse processo € importante
para refletir o reconhecimento facial do sistema baiano, tendo em vista que 0 BNMP alimentara
0 banco de dados utilizado pelas policiais baianas na sua solu¢do. Nesse sentido, pode se colocar
que a propria audiéncia de custodia — que foi concebida como um garantia fundamental da
pessoa presa — se torna parte integrante da arquitetura de vigilancia biométrica, ao funcionar
como um instrumento de coleta de dados faciais. Nesse contexto, pessoas presas e apresentadas

perante a um juiz alimentardo as futuras prisdes realizadas com o sistema.

Tendo compreendido o software e os bancos de dados utilizados pela SSP/BA, podemos
finalmente analisar o Projeto-Piloto Video Policia da SSP/BA. O projeto-piloto consistiu na

primeira fase de utilizacdo do reconhecimento facial na Bahia, especificamente a partir de seu

416 ASAAP. CNJ- Nova versdo do BNMP vai integrar cadastros de pessoas foragidas e presas. Portal ASSAP,
Séao Paulo, 20 Setembro de 2021.Disponivel em: https://www.aasp.org.br/noticias/cnj-nova-versao-do-bnmp-vai-
integrar-cadastros-de-pessoas-foragidas-e-presas/ Acesso em: 14 Agosto 2022

417 Segundo o Conselho Nacional de Justica: As funcionalidades simples e objetivas trazidas pelo SISTAC
possibilitam sua operabilidade sem entraves, de maneira a auxiliar o magistrado e os servidores que o utilizam, na
realizacdo da audiéncia e na captacdo de dados para controle estatistico. A uniformidade do meio e da estruturacao
dos resultados advindos da rotina implementada nos estados, possibilita o levantamento de dados consolidados e
fidedignos do que chamamos de “porta de entrada” do sistema prisional brasileiro. In: CONSELHO NACIONAL
DE JUSTICA. SISTAC. Conselho Nacional de Justica, Audiéncia de Custddia. Disponivel em:<
https://www.cnj.jus.br/sistema-carcerario/audiencia-de-custodia/sistac/> Acesso em: 17 Novembro 2022.
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lancamento em 2018 até o inicio da expansdo do sistema a partir de 2021. Essa fase do uso do
reconhecimento consistiu em aplicacGes-teste da tecnologia em grandes festejos baianos,
especialmente em Salvador. Essa aplicacdo foi marcante para o processo de consolidacdo da
tecnologia na arquitetura de vigilancia baiana, especificamente quando se considera a condi¢édo
de Salvador como uma cidade turistica. Nessa dire¢do, destacam-se trés grandes eventos que
serviram como testes essenciais para o0 uso continuo do reconhecimento facial: o Festival da
Virada Salvador entre 2018 e 2019, Carnaval Soteropolitano de 2020 e apesar de fora de
Salvador, também foi essencial demarcar a Micareta de Feira de Santana nesse periodo de testes

da tecnologia.

O Festival da Virada Salvador, realizado entre os dias 27 de dezembro de 2018 até 01
de Janeiro de 2019, foi o primeiro festejo a receber a tecnologia que até entdo tinha um ano de
vida. O evento de recepgdo para um novo ano aconteceu na orla de Salvador, no bairro da Boca
do Rio no qual foi instalada a Arena Daniela Mercury, um espaco que recebeu mais de 2 milhdes
de pessoas.**® A SSP/BA utilizou durante o evento cinquenta cAmeras conectadas ao sistema de
reconhecimento facial e posicionou algumas delas em uma Plataforma de Observacao Elevada
(um veiculo com capacidade transmitir imagens em tempo real para o Centro de Comando e
Controle e para o COI 2 de Julho), lembrando do papel de novas tecnologias na capacidade
rapida transmissfes de informacBes. No entanto, ndo houve informacdes se pessoas foram

presas ou abordadas utilizando o reconhecimento facial no Festival da Virada

O Carnaval de Salvador de 2019*'° foi o préximo evento no qual o reconhecimento
facial foi utilizado como teste com utilizacdo em cameras instaladas nos portais de abordagens
localizadas nas entradas dos circuitos da festa. Os portais sdo equipamentos de vigilancia para
realizacdo de revistas, de forma a procurar armas de fogo, além de armas brancas, e estdo
localizados nos trés circuitos: Dodd (da Barra para Ondina), Osmar (Campo Grande) e
Batatinha (o bairro histérico do Pelourinho). Durante o Carnaval, foram utilizadas 430 cameras,
entre elas, uma com capacidade de 360 graus de observacéo e outra com possibilidade de zoom
45x, potencializando a capacidade de vigilancia da SSP/BA e agéncias policiais durante o

festejo. Néo foi informado quantas dessas cameras estariam conectadas com o sistema de

418 IBAHIA. Festival da Virada atrai mais de 2 milhdes de pessoas. iBahia, Salvador, 02 de Janeiro de 2019.
Disponivel em:< https://www.ibahia.com/especiais/festival-virada-salvador-atrai-mais-de-2-milhoes-de-pessoas
> Acesso em 04 Agosto 2022

419 WENDELL, Bruno. Carnaval em Salvador tera drones e policiais disfarcados nos circuitos. Correios, Salvador,
26 Fevereiro 2022. Disponivel em:< https://www.correio24horas.com.br/noticia/nid/carnaval-em-salvador-tera-
drones-e-policiais-disfarcados-nos-circuitos/> Acesso em: 13 Agosto 2022.
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reconhecimento facial, mas destaca-se a informacao do entdo secretario, Mauricio Barbosa de
que 12 dos 48 portais estavam utilizando a tecnologia.

O balanco da seguranca publica no Carnaval de Salvador destacou a utilizacdo do
reconhecimento facial, indicando que 3 milhdes de rostos foram identificados pela tecnologia.
A Secretaria ndo explica o que essa identificacdo significa, mas entendendo o procedimento de
reconhecimento facial, inferimos que seja a deteccdo facial das pessoas que passaram por
cameras conectadas ao software e a analise de comparacdo com os dados biométricos
armazenados. Segundo Pires, Cagnoli, Cotello, Visani e Gongora*?’, o software realizou a
captura de 15.880 rostos e produziu 361 alertas de reconhecimento de pessoas para abordagem.
Um alerta significa um reconhecimento efetivamente realizado e como resultado desse esforco,
apenas uma prisao foi realizada. Apesar desses numeros, o secretario Mauricio Barbosa
considerou o uso do reconhecimento facial no evento como exitoso, mas com problemas de
ordem técnica a serem resolvidos, destacando entre eles, falhas na internet e a velocidade da

abordagem por policiais.

Diante da experiéncia do Carnaval, a Micareta de Feira de Santana em Abril de 2019 2
foi vista como um momento de aprimoramentos, tendo em vista o tamanho menor . Percebe-se
aqui como esses eventos sao verdadeiros laboratorios que tem eficiéncia e produtividade como
objetivos centrais de uma politica de seguranca publica baseada na implantacdo de novas
tecnologias, conforme estrutura a racionalidade neoliberal e sua interagdo com o Estado. O uso
do reconhecimento facial na Micareta de Feira foi caracterizado por uma maior divulgacéo dos
resultados da ferramenta. Segundo a SSP/BA, mais de 1,3 milhdes de pessoas tiveram seus
rostos captados pela tecnologia, ou seja, tiveram seus dados biométricos utilizados pelo
software para promover o reconhecimento. Foram emitidos 903 alertas pela tecnologia para
unidades policiais, com 33 pessoas presas, sendo, segundo a Secretaria, pessoas com mandado
de prisdo em aberto por homicidio e trafico de entorpecentes. Do total, foram presas 18 pessoas

com mandado de prisdo em aberto, 14 por descumprimento e uma condenada, sendo o projeto
considerado um sucesso pelo secretario: “Me arrisco a dizer que foi o melhor resultado

alcancado com este tipo de tecnologia. As equipes estdo de parabéns, pois 0 bom desempenho

420 CAGNOLLI, COTELLO, VISANI E GONGORA, op. cit, p. 29.

421 WENDEL, Bruno. Depois do Carnaval, reconhecimento facial sera usado na Micareta de Feira. Correios,
Salvador, 06 Marco 2019 Disponivel em:https://www.correio24horas.com.br/noticia/nid/depois-do-carnaval-
reconhecimento-facial-sera-usado-na-micareta-de-feira/ Acesso em: 16 Agosto 2022
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esta diretamente ligado ao empenho incondicional dos policiais."*?> No entanto, essa Visdo
contrasta com a propor¢do de numero de alertas de reconhecimento e de prisGes realizadas nos

eventos, como colocado por Segundo Cagnoli, Cotello, Visani e Gongora:

Quando se considera que todos os reconhecimentos realizados que nao se converteram
em prisdes sdo falsos-positivos, ou seja, que apesar de terem sido reconhecidas (um
alerta foi gerado) esse grande nimero de cidaddos ndo correspondia as pessoas com
as quais haviam sido identificadas, é impositivo o questionamento acerca da eficiéncia
do sistema.*?

As autoras demonstram aqui como o discurso da produtividade e eficiéncia da
tecnologia para fins de seguranca publica ndo esta tdo ancorado na realidade quando se contrasta
0 namero de alertas do sistema e 0 niumero de prisdes realizadas. Trabalharemos a questdo das
prisbes no préximo topico, mas fica claro que os grandes festejos de utilizacdo teste da
tecnologia apontaram para deficiéncias no argumento para utilizacdo da tecnologia,
especialmente ao observar que posteriormente a Micareta, a SSP/BA ndo mais informou os
numero de alertas de reconhecimento realizados em seus balancos e registro de noticia de priséo

do sistema.

Apesar desses numeros, os festejos representaram sim a consolidacdo do sistema de
reconhecimento como parte da arquitetura de vigilancia na Bahia e subsequente a ele, o sistema
passa a ser utilizado no cotidiano da cidade de Salvador com um padrdo procedimental que
segue em termos gerais o que foi visto nesses eventos. Conforme descrito pela SSP, em primeiro
lugar, € necessario haver uma correspondéncia entre o rosto da pessoa que atravessa uma das
cameras conectadas ao sistema. Segundo a Secretaria, um reconhecimento sé é confirmado se
houver perfil de similaridade entre rostos superior a 90% e posteriormente ainda sera realiza

analises suplementares pelo agente de seguranca publica para confirmar se a identidade confere.

Confirmada a identificagdo, a Secretaria envia um alerta para equipe policial mais
proxima ao local para realizacao de abordagem. A abordagem em si é colocada pela Ouvidoria
como um “(...) um protocolo operacional previamente definido, com observancia de critérios
de atuagdes rigorosos, para evitar constrangimentos desnecessarios”, sendo de tal maneira, uma
segunda confirmacao por parte dos policiais de que a pessoa abordada é realmente aquela com
mandado de prisdo em aberto. Nesse sentido, a Secretaria busca destacar o critério subjetivo,

ou seja, o papel presente de agentes policiais no procedimento como um elemento positivo do

422 BAHIA, Secretaria de Seguranga Publica. Reconhecimento Facial resulta nas prisdes de 33 pessoas.
Noticias,
423 PIRES, CAVAGNOLI, COTELLO, VISANI, GONGORRA. op. cit. p. 29-30
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seu padrdo de utilizagdo da solugdo, como forma a evitar falhas. Posterior a essa identificacéo,
a pessoa serd levada pelos agentes policiais que o abordaram até a Central de Flagrantes de

Salvador para seguir os passos do procedimento de identificacdo criminal.

E importante abordar a questdio das cameras na fase piloto do sistema de
reconhecimento facial na Bahia. Segundo a Ouvidoria da SSP/BA*?*, em Julho de 2020, 0 6rgéo
teria 100 Licencas de Reconhecimento Facial para serem utilizados de acordo com o interesse
de monitoramento. Ou seja, diante da rede videomonitoramento existente em Salvador, a
Secretaria pode ativar 100 cameras compativeis com a solucdo de reconhecimento facial para
realizar o videomonitoramento das pessoas. As cameras associadas ao sistema baiano estéo
localizadas nas estacfes do Metr6, na Arena Fonte Nova, no préprio COIl 2 de Julho, no

Elevador Lacerda, no Aeroporto e na Rodoviéria.

A escolha da utilizagdo das cameras reflete um interesse em utilizar a solugéo
reconhecimento em espacos de fluxo de massas populacional, especialmente aqueles que
dependem do servico publico de transporte como o Metrd. No caso das estacdes de metr6, em
2019, a média diaria em dia Gtil era de 50 mil usuarios utilizando o meio de transporte*?®, o que
significa que os usuarios tém seus dados biométricos capturados pelas cameras nas estacdes e
comparado com o banco de dados da SSP/BA. Independente de sermos identificado ou ndo, o
sistema estara utilizado os dados biométricos dos transeuntes para o processo de comparagao e

analise facial.

Para o governo da Bahia, diante do resultados no Festival da Virada, no Carnaval, na
Micareta e agora na rotina da cidade, o empreendimento do reconhecimento facial pela SSP/BA
foi considerado um sucesso. Em Maio de 2019, o governador Rui Costa foi até a cidade chinesa
de Shenzhen para o Férum Smart City — um dos mais importantes eventos tecnoldgicos do
mundo —para apresentar o resultados do uso do sistema na palestra “Transformagdo Digital do
Estado da Bahia”, destacando o uso nos grandes festejos mencionados, mas ja deixando
explicito o interesse de expandir o sistema: “Estamos felizes com o resultado inicial, mas nosso

objetivo é avangar e proporcionar mais seguranca aos baianos, por isso estamos licitando este

424 Resposta a demanda junto a Ouvidoria SSP-BA — 16/09/2020 — Manifestacdo n. 2174588, Protocolo n. 40.808.
em Anexo Il
425 ANPTRilhos. Metrd de Salvador registra recorde de passageiros em um Unico dia. Associacdo Nacional das
Transportadores de Passageiros sobre Trilhos, 19 Novembro 2011. Disponivel em:<
https://anptrilhos.org.br/metro-de-salvador-registra-recorde-de-passageiros-em-um-unico-dia/> Acesso em: 14
Agosto 2022
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servigo para 55 cidades.”*?® A compreenséo institucional de que o reconhecimento facial era
um sucesso foi confirmado pelo projeto ter recebido o Prémio Case de Sucesso na 122 Edicéo
do 4CIO Bahia promovido pela organizacdo IT4CIO, um evento realizado no Hotel Deville
Prime Salvador em 17 de Setembro de 2019 em que aconteceram apresentacdes, plenarias, além
da votacdo do melhor relato por lideres de Tecnologia de Informacdo (TI) em casos bem
sucedidos das instituicdes que fazem parte.*?’

Tendo em vista esse sucesso, era necessario realizar o processo de expansao, sobre o

qual nos determos a seguir.

3.3.2. Para o futuro e além: o Projeto Video-Policia Expanséao

Em 2019, ainda no primeiro ano de utilizagdo do sistema de reconhecimento, ficou
marcada a diregdo do Governo do Estado para expansdo do uso de sistema. Foi elaborado um
Termo de Referéncia*?® para concorréncia piblica para contratacio de pessoa juridica
especializada para o denominado Projeto Video-Policia Expansao, ja contrastando com o atalho
administrativo que iniciou o projeto-piloto e que vimos no tdpico anterior. O objetivo da
contratacdo seria para o fornecimento de trés servigos: a) Monitoramento e sustentagéo de
infraestrutura de operages; b) Ponto de imagem e c) Servico de Comunicacdo Nivel Critico de
Banda Larga, tendo como destinatario o Centro de Operacgdes e Inteligéncia na Capital, mas
também os CICOMSs no interior do estado. Nesse sentido, estariam sendo terceirizados uma
série de servigos tecnoldgicos para uma empresa especializada no assunto, incluindo aqui, a

manutencdo da estrutura de reconhecimento facial.

Como explica o Termo de Referéncia, 0 modelo anterior para a gestdo do
videomonitoramento foi baseado na aquisicdo e manutencdo do equipamento pela prépria
Secretaria, sendo este 0 modelo para o qual o projeto-piloto foi gestado e operado. Com o
estabelecimento do Projeto Video-Policia Expansdo, 0 modo de utilizacdo do reconhecimento
facial na Bahia saiu de um modelo de aquisi¢cdo do sistema e contratacdo de servicos

manutencdo para um modelo de servigos (video as service). Nesse sentido, a instalacdo, a

426 BAHIA, Secretaria de Seguranca Publica. Bahia apresenta resultado do Reconhecimento Facial na China.
Seguranga Publica, 14 Maio de 2019. Disponivel em:< http://www.ssp.ba.gov.br/2019/05/5695/Bahia-apresenta-
resultado-do-Reconhecimento-Facial-na-China.htmI> Acesso em: 06 Novembro 2020

427 BAHIA, Secretaria de Seguranca Publica. SSP recebe Prémio Case de Sucesso com Reconhecimento Facial.
Secretaria  de  Seguranca  Publica, Noticias, 17 Setembro  2019. Disponivel  em:<
http://www.ssp.ba.gov.br/2019/09/6446/SSP-recebe-Premio-Case-de-Sucesso-com-Reconhecimento-
Facial.htmI> Acesso: 07 Novembro 2020

42 COMPRASNET-BA. Termo de Referéncia - Projeto Video-Policia Expansdo. Disponivel em:
https://comprasnet.ba.gov.br/sites/default/files/termo_de_referencia_v1.pdf> Acesso em 13 Agosto 2022
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operacdo e a manutencdo do servico de solugbes de reconhecimento facial e
videomonitoramento seriam pagos em mensalidades (3.4.1.2.3.). Em outras palavras, a
instalacdo, sustentacdo e manutencao de cameras e equipamentos necessarios para tarefas de
videomonitoramento com reconhecimento facial passam a ser responsabilidade da empresa
contratada que receberd por mensalidade. No que tange ao reconhecimento facial, a empresa
estard vinculada a prestagdo do servico de Pontos de Imagem (Pl), definido no Adento 1l do

Termo de Referéncia como:

(...) o servico de seguranca eletronica, através do videomonitoramento inteligente em
pontos de monitoramento de interesse da Secretaria de Seguranga Publica doravante
nomeados “Pontos de Imagem” ou “PI”, para instrumentacdo das forg¢as de Seguranca
Publica em suas ac¢des ordinarias e extraordindrias.”*?°

O Termo de Referéncia define a tarefa multifacetada de manutencdo da videovigilancia
da SSP/BA, na capital e no interior. Estd incluso aqui a implantacdo, configuracdo e
manutencdo de cameras e seus acessorios; os servicos de licenca do software de gerenciamento
do video; o servico de video-analise para cada ponto de imagem contratado; o servigo de
monitores para visualizacdo; o servigo de postes e pontos de fixacdo; a interligacdo entre o
CICOMs; custos com concessionarias de energia; além da sustentacdo do atual parque de
cameras ja utilizada pela SSP/BA. Ou seja, 0 gerenciamento da arquitetura de videovigilancia
passa a ser prestada por uma empresa, expondo o carater neoliberal dessa fase historica das

praticas de vigilancia no Brasil.

Os Pontos de Imagem devem fornecer registros visuais em que seja possivel realizar
uma serie de tarefas de analise algoritmica como reconhecimento facial, captura de placas de
veiculo, deteccdo de objetos abandonados, deteccdo de objetos removidos de cena, alarme de
direcdo de movimento e alarme por permanéncia prolongada. Conforme tabela por noés
elaborada e disposta baixo, sdo oito as categorias de Pontos de Imagem que a empresa

contratada devera prestar o servigo:

Tabela n. 2 - Categorias de Ponto de Imagem

Tipo | Passeio publico em rua ou avenida com
suporte a analise comportamental/situacional.
Tipo Il Patios e pracas de convivéncias externos com
suporte a analise comportamental/situacional.

429 1dem. Ibidem. p. 1
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Tipo 1l | Vias de circulagdo urbana de veiculos e vias
de transporte interurbano com suporte a
reconhecimento de placa de veiculo;

Tipo IV | Ambientes internos e externos de fluxo
controlado, com suporte a reconhecimento
facial

TipoV | Ambientes internos e externos de fluxo livre,
com suporte a reconhecimento facial

Tipo VI | Areas de Orla com suporte de reconhecimento
de placas de veiculos e andlise situacional
Tipo VII | Panorama tatico urbano.

Tipo VIII | Legado.
Fonte: Elaborada com base nas informag6es do Termo de Referéncia.

Observa-se aqui que apenas os tipos IV e V teriam suporte para reconhecimento facial no
Projeto Video Policia Expansdo. Apesar de ndo ser nosso foco, é importante mencionar que 0s
Tipos I, Il e IV sdo adendos importantes para a capacidade de vigilancia da SSP/BA ao permitir
servicos analiticos comportamentais e situacionais. Esses servi¢cos compreendem: deteccao de
objetos (pessoa ou veiculo) que cruzaram uma linha demarcada na imagem (2.18.1.1.),; controle
de fluxo na imagem (2.18.1.2.); analise de permanéncia em uma certa area (2.18.1.3),; deteccdo
de auséncia de movimento (2.18.1.4.); deteccédo de retirada de objeto demarcado ou aparicdo
de um objeto em area designada (2.18.1.5); contagem de objetos e pessoas em determinada area
(2.18.1.6.); classificacdo de pessoa ou veiculo (2.18.1.7.) e deteccédo de aglomeracao de pessoas
(2.18.1.8.). Apesar de ndo terem suporte para reconhecimento facial, esses pontos de imagem
expandem e diversificam a capacidade do aparato de videomonitoramento da SSP/BA para o

controle de fluxos e movimento de pessoas em locais de interesse.

Ostipos IV e V (2.19.) sdo aqueles que recebem e tem suporte para reconhecimento facial.
O Tipo IV funciona para ambientes internos e externos de fluxo controlado, ou seja, quando 0s
operadores tém um prévio cadastro de quem transita naquele espaco prevista a quantidade
minima de 2.598 e no maximo de 3.767 cameras desse tipo. O Tipo V realizaria a tarefa de
reconhecimento facial em ambientes de fluxo livre, ou seja, onde ndo ha esse controle, e séo
previstas um minimo de 779 e maximo de 1.130 cameras dessa categoria. O reconhecimento

facial utilizado aqui devera ter as seguintes funcionalidades:

2.19.1.1.1. Detectar, capturar e reconhecer rostos das pessoas em tempo real,
considerando o respectivo cendrio de captura de faces, com precisdo de acerto maior
que 90%, em ambientes controlados e 50% para ambientes diversos;

2.19.1.1.2. Detectar e simultaneamente capturar maltiplas faces da mesma visdo da
camera;

2.19.1.1.3. Localizar o rosto automaticamente;

2.19.1.1.4. Registrar e arquivar a imagem, data, horario e cdmera no banco de dados;
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2.19.1.1.5. Registrar um alarme para reconhecimento de alguma pessoa se assim for
programado;

2.19.1.1.6. Reproduzir automaticamente o video associado a face capturada com
apenas um clique do mouse;

2.19.1.1.7. Exibir a taxa de reconhecimento em percentagem (%) e nome da pessoa
reconhecida cadastrada no banco de dados;

2.19.1.1.8. Localizar e capturar faces de multiplos canais de video em tempo real;
2.19.1.1.9. Possuir diferentes métodos de pesquisa, por face, cAmera, data, horéario e
nome da pessoa;

2.19.1.1.10. Ignorar as faces com baixa precisdo de reconhecimento. O Limiar de
reconhecimento devera ser configurado previamente;

2.19.1.1.11. Criar varios perfis de faces no banco de dados de reconhecimento, onde
cada perfil deve permitir varias imagens de cada face;

2.19.1.1.12. Cada perfil terd um campo Sistema de Controle de Acesso Identificador;
2.19.1.1.13. Possuir “black list” e “White list” de faces.

2.19.1.1.14. Reconhecer pessoas usando éculos, desde que ndo obstruam a visao dos
olhos;

2.19.1.1.15. Reconhecer pessoa com pelos faciais, ainda que sua foto registrada esteja
sem os pelos faciais;

2.19.1.1.16. Realizar contagem de pessoas por meio das faces capturadas em
determinado local;

2.19.1.1.17. Salvar snapshots de faces para posterior consulta, independentemente de
serem reconhecidos; 4%

O Termo de Referéncia descreve as taxas de acerto com precisdo que serdo exigidas.
Lembremos a anterior informacdo da SSP/BA de que taxas de acerto para que ocorra um alarme
é de 90%. Para contratacdo, a SSP/BA exigiu que em ambientes controlados, o sistema fosse
capaz de ter acuidade de reconhecimento de 90%. Em ambientes diversos, a SSP exigiu que 0
sistema demonstrar uma acuidade de reconhecimento em taxa de 50% superior. Fica demarcado
gue as exigéncias para contratacdo de empresa para 0S servi¢os de videomonitoramento
inteligente tem um inconstancia que pode levar a falhas tendo em vista o contraste das taxas
exigidas com o suposto percentual informado pela SSP/BA. Pires, Cagnoli, Cotello, Visani e
Gongora**! questionaram a SSP/BA sobre tal percentual e receberam a resposta de que somente
seriam abordados por policiais, pessoas com perfil de similaridade maior que 90%, mas como
descreve as autoras ““(...) ndo ha evidencias que possam confirmar isso uma vez que nao sao

registradas as abordagens policiais feitas com uso da tecnologia, apenas as prisdes de fato.”*

O Termo de Referéncia também aborda a capacidade por Ponto de Imagem para engajar
com a black list (lista negra) e white list (lista branca) de faces em seu ponto Blacklist” nesse
contexto € a lista de pessoas indesejadas e procuradas, sdo aquelas que geram alertadas ao

aparecem no campo da imagem da tela, enquanto white list significa aquelas pessoas com

430 COMPRA.NET. op. cit. p. 107-108
41 PIRES, CAVAGNOLI, COTELLO, VISANI, GONGORRA. op. cit. p. 29-30
432 |dem. Ibidem.
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autorizacdo pré-definida pelo sistema*®® N&o deixa de ser marcante que as categorias
computacionais utilizadas aqui ilustrem perfeitamente o repertério do sistema penal pela 6tica

racial.

N&o ha exigéncia no Termo que tensione questdes de injustica algoritma do
reconhecimento facial, apesar da relevancia que o tema ganhou durante os ultimos anos. A
expressao “vieses” nem mesmo aparece nas 155 paginas do documento, assim como “falso-
positivo”, apesar da relevancia desses temas para a questao de reconhecimento, especialmente
em processo licitatério. Repetindo o que acontece no PLANESP, o Termo de Referéncia
também ndo destaca questdes associadas a “raga” ou “género”, expondo uma invisibilizagdo
sobre questBes estruturais no que tange as politicas de seguranca publica na Bahia e a propria

tematica de uso de biométricas como o reconhecimento facial.

Destaca-se o fato que o Termo de Referéncia exige a capacidade da contratada retirar
snapshots da consulta com o sistema, independente do reconhecimento facial ter ocorrido, além
do armazenamento desses dados. Essa capacidade por si s6 ja expde uma grave violacdo a
protecéo de dados pessoais, consiste em vigilancia massiva, sem previséo do consentimento das
pessoas que terdo seu registro visual armazenado pela SSP/BA. Apesar de ser apresentado como
um instrumento em face aos chamados criminosos, demarca-se aqui o papel do reconhecimento
facial para vigilancia geral da populacdo. Na mesma Otica, nés temos o ponto 2.23.1.2. que
permite a pesquisa de imagem invertida, no qual usuarios do sistema pesquisem “(...) imagens
de rosto, imagens de pessoa, caracteristicas faciais, caracteristicas pessoais, ou qualquer

combinagdo deles”, expondo uma capacidade de vigilancia extremamente especifica.

N&o obstante, chama atencdo o ponto 2.23.1.1.1. no qual é exigida possibilidade de
identificacdo “(...) do sexo, o grupo etario, o estilo do cabelo, o estilo inferior, a bolsa e a
mochila das pessoas em video.” Em relacdo a identificacdo do sexo, ja nos referimos sobre o
potencial de tecnologias biométricas como o reconhecimento facial de reafirmar uma logica
binaria e excludente de pessoas trans e ndo-binarias ao ter a capacidade de identificar
“Masculino” e “Feminino”. Incluir essa capacidade no reconhecimento facial baiano coloca

essa solugdo biométrica na producdo das fronteiras de género e suas estruturas excludentes das

433 NASH, Jim. Facial recognition surveillance sprouting rapidly across India’s northern border. Biometric
Update.com, 9 Setembro 2022. Disponivel:< https://www.biometricupdate.com/202209/facial-recognition-
surveillance-systems-sprouting-rapidly-across-indias-northern-border> Acesso em: 25 Novembro 2022
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multiplas identidades. Nessa direcdo, Mariah Rafaela Silva aponta como o reconhecimento

facial vulnerabiliza pessoas trans:

Mulheres e homens trans também se tornam vulneraveis aos usos dessas tecnologias,
uma vez que estas estdo condicionadas as politicas normativas e racializadas de género
estabelecidas no design desses equipamentos segundo as quais Seus corpos e
identidades sdo questionados, violados e limitados sob reiterada suspeicdo. As
tecnologias de reconhecimento facial tém grande dificuldade de associar as
identidades trans ao seu género autodeterminado porque operam a partir de
perspectivas binarias. A chance de um homem trans ter sua identidade lida de maneira
equivocada é de 38%, enquanto pessoas ndo bindrias, agénero ou de género fluido sao
identificadas de maneira errénea 100% das vezes.***

Mas no que tange essa identificacdo do sexo no Termo de Referéncia, € importante
relembrar as elaboracdes de Browne e Buolamwini que indicam como vieses de género podem
se conectar com vieses raciais. Como elaborado anteriormente, mulheres negras sdo as maiores
vitimas de injusticas algoritmicas, aqui incluidas aquelas com reconhecimento facial, podendo
ser identificadas erroneamente como “homens” devido a vieses. A falta de salvaguardas no
Termo de Referéncia combinadas com essa exigéncia de identificagio de sexo abre espaco para

novas violagbes nesse sentido.

Nao podemos deixar de mencionar a possibilidade por identificagdo por “tipo de cabelo”
que é indica no mesmo ponto como uma exigéncia da analise visual. Nao ha explicagdo no
documento do que significaria essa identificacdo — novamente, a marca da opacidade como
caracteristica da implantacdo dessa tecnologia — no entanto, sua simples mencéo é preocupante
sob o ponto de vista da questdo racial. Como observamos no tépico sobre o regime militar, a
vigilancia sobre os cabelos de pessoas negras é mais um elemento do terror racial, do modo
como a branquitude busca o controle sobre o corpo negro, seja na compreensao do cabelo e
penteados afro devem ojerizado através de termos pejorativos, ou no proprio ser um elemento
que configura suspeita a arquitetura de vigilancia. Tendo em vista esse padrdo histérico, o

aparecimento dessa identificagdo expressa mais um risco violéncia para a populagéo negra.

Apesar dessas questdes, a companhia Oi Solugdes**® foi contratada ao vencer o processo

de concorréncia publica do Projeto Video-Policia em 27 de julho de 2021, ficando responsavel

44 SILVA, Mariah Rafaela. Orbitando Telas. Revista sur, ed31, 2021. Disponivel em:<
https://sur.conectas.org/orbitando-telas/> Acesso: 19 Novembro 2022

4% De tal maneira, o uso do reconhecimento facial se torna uma operacéo conjunta entre Oi Solugdes e Huawei,
algo que também ocorreu no projeto-piloto do Rio de Janeiro. Ver mais em: NUNES, Pablo; SILVA, Mariah
Rafaela; OLIVEIRA, Samuel R. de. Um Rio de cAmeras com olhos seletivos: uso de reconhecimento facial pela
policia fluminense. Rio de Janeiro: CESeC, 2022.
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pela promocao do séries de servicos de tecnologia para SSP, incluindo reconhecimento facial e
leitura de placas para Salvador e outras 77 cidades baianas pelo prazo de sessenta meses. O
investimento realizado é de 665 milhdes e na fala do Governador Rui Costa, destaca-se
novamente o solucionismo tecnologico, no sentido que o gasto realizado ¢ para “prevenir
crimes, socorrer pessoas”. Destaca-se entre 0s servigos, um sistema privativo de comunicacgao
movel, possibilitando meios de comunicagéo e transmissao de imagens entre centros integrados,
agentes policiais e viaturas em campo. O projeto a ser operado pela Oi Solugdes também
contempla a instalacdo de 4000 cAmeras a serem posicionadas em postes e viaturas, além de
rede de radio mével com frequéncia especifica para agentes policiais, conectados com torres e
antenas e cerca de 3.917 terminais (para viaturas e celulares) que receberiam os alertas emitidos

pelo sistema de reconhecimento facial.**

No periodo de Junho de 2022, a Oi Solugdes realizou a instalacdo de 1.200 cameras de
reconhecimento facial e leitura de placas, 40 estacdes de réadios distribuidas e 160 terminais
para oficiais de campo, além do servigo privativo de comunicacdo. Os dados coletados a partir
dessa estrutura sdo armazenados e administrados pela SSP/BA e a operacdo do sistema é
realizada pelo 6rgdo. Para as proximas entregas do projeto, espera-se ja terem sido instaladas
outras 1.556 cameras inteligentes, além de 2.000 conexdes por fibra ética para 39 cidades
baianas. Em relacdo ao esse projeto, o presidente da Oi, Rodrigo Abreu declarou que este adota
0 conceito de contrato de servicos integrados e tal aplicacdo seria um exemplo para uso em
cidades inteligentes, marcando o papel de Salvador e do Estado da Bahia como um laboratério

de novas tecnologias de videomonitoramento.*3’

Confirmando esse processo, um pouco mais de um més depois da mencionada
instalacdo, a Ouvidoria da SSP/BA destacou que até aquele momento existem 375 cameras em
funcionamento com a tecnologia de reconhecimento facial. Essas estdo instaladas nas cidades
de Salvador, Itaparica, Vera Cruz, Candeias, Madre de Deus, Sdo Franciso do Conde, S&o
Sebastido do Passe, Camacari, Simoes Filho, Dias D’ Avila, Lauro de Freitas, Mata de Sao Joao,
Alagoinhas, Barreiras, Luis Eduardo Magalhdes, Brumado, Pojuca, Feira de Santana,
Guanambi, Ibotirama, Seabra, Irecé, Itaberaba, Eunapolis, Itabuna, Ilhéus, Jequié, Juazeiro,

Paulo Afonso, Eunapolis, Porto Seguro, Bom Jesus da Lapa, Santo Ant6nio de Jesus, Senhor

4% TELE.SINTESE. Bahia contrata sistema de reconhecimento facial da Oi Soluges. Tele. Sintese — Portal de
Telecomunicagdes, Internet e TICs, 27 de Junho de 2021. Disponivel:<https://www.telesintese.com.br/bahia-
contrata-sistema-de-reconhecimento-facial-da-oi-solucoes/ > Acesso em: 27 Junho 2021

43 CONVERGENCIA DIGITAL. Oi, entrega 1200 cAmeras de reconhecimento facial em Salvador. Convergéncia
Digital, 15 Junho 2022. Disponivel em:< https://www.convergenciadigital.com.br/Seguranca/Oi-entrega-1200-
cameras-de-reconhecimento-facial-em-Salvador-60602.htmI> Acesso em 15 Agosto 2022
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do Bonfim, Jacobina, Itamaraju, Teixeira de Freitas, Valenca e Vitoria de Conquista. **® O
namero de cidades que receberam cameras apontam para uma consolidacdo da expansdo do
reconhecimento para o interior do estado. Além disso, o contraste do niUmero de cameras, em
comparacdo as 100 licencas de 2019 expressam a dimensao da capacidade de vigilancia da
SSP/BA, deixando explicito que pelo trabalho realizado da Oi Solugdes, a tendéncia é que o

namero de cadmeras em funcionamento cresca ainda mais.

Destaca-se o fato esse processo de expansdo ocorreu sob a vigéncia da Lei de Protecéo
de Dados Pessoais e como ja tratamos a ndo aplicagdo em geral desse instrumento para fins de
seguranca publico é relativo. Assim, os fundamentos da LGPD indicados no artigo 2 sdo
aplicaveis ao uso do reconhecimento facial da Bahia, o que nos faz questionar se o uso de um
sistema com potenciais e obscuros riscos a autodeterminacdo informativa, a privacidade, aos
direitos humanos, exercicio da cidadania e os direitos da personalidade ndo deva ser
questionado. Nesse sentido, apontamos para o fato que € de interesse publico e é direito dos
titulares de dados pessoais em tratamento — e no que diz respeito a videomonitoramento com
reconhecimento, isso quer dizer todos os transeuntes que passam no alcance de cameras — que
haja a confeccdo de Relatério de Impacto a Protecdo de Dados, que deve ser exigido pela
Autoridade Nacional de Protecdo de Dados caso o0 6rgdo entenda pela necessidade, conforme
disciplina o artigo 10, §3° da LGPD*®,

Construimos aqui uma abordagem geral do sistema de reconhecimento facial na Bahia,
especificamente como esse funcionou primeiramente na fase piloto e agora na continua e atual
expansdo, possibilitando a compreensdo do padrdo de utilizacdo da ferramenta pela SSP/BA, o
que atravessou festejos como laboratérios de operacdo e uso cotidiano. Nesse contexto, foi
reafirmando o papel da intersecdo entre Estado e mercado privado na implantacdo do

reconhecimento e em um sistema — a seguranca publica — que tem a populagéo negra como alvo

438 Resposta a demanda junto a Ouvidoria da SSP/BA —05 de Julho de 2022 - Manifestagdo n. 2639779, Protocolo.
1862.

439 Lei Geral de Protecdo de Dados, Art. 10. O legitimo interesse do controlador somente podera fundamentar
tratamento de dados pessoais para finalidades legitimas, consideradas a partir de situagdes concretas, que incluem,
mas ndo se limitam a:

I - apoio e promogdo de atividades do controlador; e

Il - protecéo, em relacéo ao titular, do exercicio regular de seus direitos ou prestacdo de servicos que o beneficiem,
respeitadas as legitimas expectativas dele e os direitos e liberdades fundamentais, nos termos desta Lei.

§ 1° Quando o tratamento for baseado no legitimo interesse do controlador, somente os dados pessoais estritamente
necessarios para a finalidade pretendida poderdo ser tratados.

§ 2° O controlador devera adotar medidas para garantir a transparéncia do tratamento de dados baseado em seu
legitimo interesse.

§ 3° A autoridade nacional poderd solicitar ao controlador relatério de impacto a protecdo de dados pessoais,
guando o tratamento tiver como fundamento seu interesse legitimo, observados os segredos comercial e industrial.
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esperado. Sob a direcdo do neoliberalismo como racionalidade que define as préticas de
vigilancia, o videomonitoramento se expande com base em conceitos como produtividade e
eficiéncia — o que no sistema penal brasileiro significa encarceramento e atuacdo policial em
face da populacdo negra - mas nem mesmo esses argumentos se sustentam tendo em visto

disparidades dos discursos de sucesso da ferramenta com dados divulgados.

Se queremos compreender como esse sistema de reconhecimento facial, ancorado na
racionalidade neoliberal e implantado em uma arquitetura fundada no terror racial antinegra,
estd funcionando sob lentes raciais, é necessario confrontar o que é considerado o resultado
desse sistema: as prisdes. Esse sera nosso desafio no proximo topico, em mais uma etapa para

conhecer o sistema de reconhecimento facial da SSP/BA.

3.4. Os dados das prisdes realizadas com a ferramenta de reconhecimento facial.

Abordado a implantacdo e operacdo do reconhecimento facial na Bahia, é necessario
agora abordar um elemento essencial na reflexdo seu uso policial: as prisdes realizadas com
auxilio da ferramenta. Como refletimos anteriormente, em um cenario de seguranca publica e
vigilancia definidos pela racionalidade neoliberal, 0 uso de tecnologias de reconhecimento
facial para auxilio nas atividades da policia transfiguram a realizacdo de prisbes em uma
expressdo de efetividade e eficiéncia, em uma ldgica empresarial de producdo. Quando
enfrentamos o desafio de analisar as prises com a ferramenta, estamos também confrontando
aqueles que tem interesse em adicionar essa tecnologia na gama de instrumentos para o

encarceramento.

N&o ha mecanismo especifico do Governo do Estado para monitoramento das prisées
realizadas com reconhecimento facial a partir da sociedade civil. O mesmo pode ser dito em
relacdo ao Ministério Publico do Estado da Bahia que ndo apresentou qualquer instrumento ou
questionamento sobre a utilizagdo da biometria facial. Importante dispor que a Constituicdo
Federal, em seu artigo 129, inciso VII, estabeleceu como uma das fungdes institucionais do
Ministério Publico o controle externo da atividade policial, o que incluiria 0 acompanhamento
do uso de ferramentas como a biometria facial que tem potencial riscos a protecéo de dados e

outros direitos fundamentais da coletividade.

Do mesmo modo, ndo sdo vistas acbes contundentes da Defensoria Publica do Estado
da Bahia nesse sentido, mesmo tendo essa instituicdo a funcdo “(...)a orientacdo juridica, a

promogéo dos direitos humanos e a defesa, em todos os graus, judicial e extrajudicial, dos
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direitos individuais e coletivos, de forma integral e gratuita, aos necessitados.”**° Tendo em
vista 0 modo como o uso do reconhecimento facial potencializa violagdes as direitos humanos,
especialmente de comunidades vulnerabilizadas pela estrutura socioecondmica, fica aqui
explicita a necessidade de intervencdo da Defensoria. Em julho de 2022, a Defensoria em
parceria com Instituto Baiano de Direito Penal e Processual (Ibadpp) promoveram curso de
capacitacdo para agentes da Policia Civil no municipio baiano de Euclides da Cunha sobre o
tema do reconhecimento pessoal no Codigo de Processo Penal, mas ndo foi tocado o tema do

reconhecimento facial algoritmico. 44

Ou seja, ndo existe um mecanismo do setor publico que nos auxilie ter uma visado
completa das prisdes realizadas com reconhecimento facial, algo que potencializa o problema

da falta de transparéncia na atualizacdo tecnol6gica da arquitetura de vigilancia.

Diante dessa situacdo, para nossa analise quanto as prisdes realizadas com
reconhecimento facial, teremos como fonte primordial o boletim de noticias da SSP/BA e
expressa necessario uma elaboracdo maior sobre tais publicactes. Elas sdo postadas no site da

Secretaria (https://www.ssp.ba.gov.br/) e armazenadas no Arquivo de Noticias do portal. A

periodicidade dessas publicacdes € inconstante, muitas vezes ocorrendo uma noticia relativa a
uma prisdo especifica, normalmente publicada no mesmo dia da sua ocorréncia. Em outras
ocasides sera publicado um namero plural de prisdes foram realizada em um certo periodo, seja
um dia ou mais, Observa-se que nem todas as prisées tém noticiamento especifico por parte da
Secretaria, ocorrendo saltos nimeros entre uma noticia publicada e outra. Ou seja, se em uma
noticia publicada se informa que houve até 0 momento um certo nimero de prisdes, em outra
h& um namero superior sem identificacdo especifica dos ocorridos entre as duas publicacGes.
Isso cria obstaculos para o monitoramento das prisGes que ndo tem noticiamento especifico, ja
que muitas delas ndo havera o tipo penal motivador da prisdo, assim como outros dados que

sdo objetos desse levantamento.

Relembramos aqui a anotagdo metodoldgica®*? sobre o apagamento de noticias no

Arquivo a qual agora impede acesso as noticias. Esse fato combinado com o periodo eleitoral,

440 BRASIL. [Constituicdo (1988)]. Constituicdo da Republica Federativa do Brasil de 1988. Brasilia, DF:
Presidéncia da Republica, [2016]. Disponivel em: http://www.planalto.gov.br/ccivil_03/Constituicao/
Constituicao.htm.. Acesso em: 20 Novembro 2022

441 CORES, Tunisia. Reconhecimento facial: Defensoria e Ibadpp realizam curso e capacitam Policia Civil para
evitar prisdes injustas em Euclides da Cunha. Defensoria Publica Bahia, Comunicacéo, Naoticias, 19 Julho 2022.
Disponivel em:< https://www.defensoria.ba.def.br/noticias/reconhecimento-facial-defensoria-e-ibadpp-realizam-
curso-e-capacitam-policia-civil-e-mp-para-evitar-prisoes-injustas-em-euclides-da-cunha/>  Acesso em: 20
Novembro 2022.

42 \/er Nota 399.
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no qual o arquivo ficou bloqueado para acesso as publica¢Ges, nos colocou a tarefa de buscar
outras fontes para analise das prisdes. Para isso, utilizamos as reportagens publicadas no jornal

eletrénico Radio Sociedade Online (https://sociedadeonline.com/tag/sistema-de-

reconhecimento-facial/) que publica as noticias de prisdo com base em informac@es divulgadas

pela SSP/BA com igual periodicidade.

Definimos como corte temporal da nossa analise o periodo de lancamento da tecnologia
entre Janeiro de 2019 — no qual houve a primeira publicacdo de noticia de prisdo pela SSP/BA
— até Agosto/2022, de forma que nos permite compreender a sequéncias de prisdes realizadas a
cada semestre, além conseguir tecer consideracfes quanto os primeiros efeitos da expansdo do

sistema que ocorreu em Junho/2022.

Também dispomos como fonte de informagdes o levantamento realizado pela Rede de
Observatorios da Seguranca sobre o uso de reconhecimento facial no Brasil. O levantamento
foi realizado entre Margo e Outubro de 2019 e faz parte do relatorio “Retratos da Violéncia:
Cinco meses de monitoramento, analises e descobertas”*® que teve como objetivo o
monitoramento da politica de seguranca publica nos estados da Bahia, Ceard, Rio de Janeiro e
Sdo Paulo. Em relagéo a aplicacdo do reconhecimento facial, a Rede monitorou os casos de
prisdes e abordagens com uso da ferramenta. Além disso, investigou projetos para futura
implantacdo da tecnologia nas unidades federativas brasileiras entre marco e outubro de 2019
e identificagdo as prisdes em quatro estados: Bahia, Rio de Janeiro, Santa Catarina e Paraiba.
O levantamento da Rede teve como fonte matérias publicadas na impressa, assim como veiculos
oficiais das agéncias de seguranca publica, sendo uma fonte relevante para nossa dissertacao
no que se refere a investigacao dos dados de prisdes. Utilizaremos o relatério realizado de forma
ilustrativa, especialmente tendo em vista a identificacdo racial realizada nesse estudo, 0 que nos

permite tecer consideragdes importantes que agregam a nossa dissertagéo.

Em primeiro lugar, registra-se no periodo analisado a quantia de 408 pris@es realizadas
com auxilio da tecnologia de reconhecimento facial. Nesse total, somente 124 tem noticiamento

especifico. No entanto, hd também o noticiamento relacionado a Micareta de Feira de Santana

43 REDE OBSERVATORIOS DA SEGURANCA. Retrato da Violéncia: Cinco meses de monitoramento,
analises e descobertas. Junho a Outubro 2019. Disponivel em:< https://www.ucamcesec.com.br/wp-
content/uploads/2019/11/Rede-de-Observatorios_primeiro-relatorio 20 11 19.pdf> Acesso em: 29 Set 2022
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de 2019 (33 prisdes)**, ao Carnaval de 2020 (42 prisdes)** e ao S&o Jodo (12 prisdes)**® que,
apesar de ndo deram informacdes tdo completas quanto as aqui computadas, também nos
permitiram colecionar importantes dados sobre os ocorridos como no que se refere a
circunstancia motivadora e ao género da pessoa presa, por exemplo. Por outro lado, existe um
namero alto de 145 prisdes sobre as quais ndo ha noticiamento e nem um nivel de informacéo
sobre 0 que ocorreu, sendo verdadeiras lacunas de dados. Essas prisdes serdo consideradas
nessa analise, tendo visto que compreendemos esses vazios de informacgdo ndo somente como
obstaculo, mas também um dado da opacidade do uso dessas tecnologias no que diz respeito a

transparéncia com a sociedade civil.

Nossa analise quantitativa das pris@es realizadas com o reconhecimento facial tera como
etapas: a) o carater temporal das prisdes dividida entre semestres; b) critério racial e de género
das pessoas capturadas; c) as circunstancias. Dessa forma, poderemos obter um panorama geral
das prisdes operadas pelo sistema de seguranca publica da Bahia.

3.4.1. Pris0es e o critério temporal

Para analisar as prisdes realizadas com reconhecimento sob o ponto de vista de uma
série historica, decidimos dividir entre semestres e tendo em vista que ndo houve prisdes com
a ferramenta entre seu lancamento e o final de 2018. Portanto, o primeiro semestre da série
histérica foi 2019.1. Seguimos a analise semestral até o primeiro semestre de 2022, mas
decidimos incluir os meses de Julho e Agosto de 2022 diante da identificacdo de um aumento

crescente do numero de prisdes, a qual sera alvo de analise posteriormente.

Para materializarmos o ritmo de capturas realizadas com o reconhecimento facial,

elaboramos o gréfico abaixo:

Gréafico n. 1 — Numero de capturas realizadas em cada semestre.

444 G1. Feira de Santana registra 33 pris6es por reconhecimento facial durante micareta. G1, Bahia, 29 Abril
2019. Disponivel em:<https://gl.globo.com/ba/bahia/noticia/2019/04/29/feira-de-santana-registra-33-prisoes-
por-reconhecimento-facial-durante-micareta.ghtml> Acesso em: 29 Setembro de 2022

45 BAHIA, Secretaria de Seguranca Publica da. Reconhecimento facial captura 42 foragidos na folia..
Secretaria de Seguranca Publica da Bahia, Noticias, 26 Fevereiro 2020. Disponivel em:<
http://www.ssp.ba.gov.br/2020/02/7296/Reconhecimento-Facial-captura-42-foragidos-na-folia.html> Acesso em:
05 Novembro 2020

46 PEIXOTO, Ethiene. Reconhecimento facial durante festas juninas auxilia na prisdo de 12 foragidos.
Sociedade Online, 27 Junho 2022. Disponivel em:https://sociedadeonline.com/reconhecimento-facial-durante-
festas-juninas-auxilia-na-prisao-de-12-foragidos-na-bahia/ Acesso em: 28 Setembro 2022
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PRIMEIRO SEMESTRE 2019

SEGUNDO SEMESTRE 2019

PRIMEIRO SEMESTRE 2020

SEGUNDO SEMESTRE 2020

PRIMEIRO SEMESTRE 2021

SEGUNDO SEMESTRE 2021

PRIMEIRO SEMESTRE 2022

JULHO/AGO 2022

Fonte: Elaboragdo propria a partir de coleta de dados no site da SSP/BA e imprensa baiana.

O primeiro semestre da utilizacdo da ferramenta de reconhecimento facial teve 36
pessoas presas e, como descrevemos no topico anterior, foi caracterizado pelo uso teste da
ferramenta nos grandes festejos do Carnaval de Salvador e a Micareta de Feira de Santana.
Posteriormente, percebe-se um crescimento do nimero de prisdes realizadas entre o 2° Semestre
de 2019 e o 1° Semestre de 2020, nos quais foram realizadas respectivamente 72 prisdes e 83
prisdes. Esse foi o periodo marcado pelo fim do periodo de testes e inicio do uso cotidiano do
reconhecimento facial em pontos variados da cidade de Salvador, o que pode ser uma das razoes

do aumento do nimero de capturas realizadas.

Utilizando os dados trazidos pela Rede de Observatorios de Seguranga que em seu
levantamento — no periodo entre marco e outubro de 2019 —a Bahia liderou o nimero de prisdes
realizadas com 51,7% das 151 prisdes identificadas no mencionado periodo. Essa quantidade
de prisdes confirma a caracterizacdo da Bahia como principal laboratério do uso de
reconhecimento facial para fins de seguranca publica do Brasil**’, como constatado por Pablo
Nunes.

47 NUNES, Pablo. Novas ferramentas, velhas praticas: reconhecimento facial e policiamento no Brasil. In:
RAMOS, Silva (coord.)Retratos da Violéncia: Cinco meses de monitoramento, analises e descobertas. Rede
Observatério de Seguranca, junho-out 2019, p. 67-71. Disponivel em:<
http://observatorioseguranca.com.br/wordpress/wp-content/uploads/2019/11/1relatoriorede.pdf> Acesso em: 31
Margo 2022
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Houve uma queda expressiva do nimero de prisdes entre o 2° Semestre de 2020 até o
20 Semestre de 2021, aconteceu uma reducéo para o niimero abaixo das 20 prisdes. E importante
mencionar que esse periodo foi caracterizado pela pandemia do Corona Virus 19 (COVID-19)
e como politica de saude publica, foram tomadas decisfes nas esferas municipais e estaduais
de restrices a circulacOes de pessoas em vias urbanas, usos de marcaras, fechamento de
estabelecimentos comerciais e turisticos, entre outra medidas. Ou seja, uma série de medidas
que reduz o fluxo de pessoas em circulacdo no espaco urbano e assim um menor numero de

captacdes para o sistema de reconhecimento facial por videomonitoramento.

Em relacdo a pandemia, é também questiondvel se a obrigacdo de uso de mascaras
poderia ser um fator para a reducdo no nimero de prisdes, para além da reducéo de circulacdo
de pessoas. Em dezembro de 2020, o tenente-coronel Nelido Bezerra de Freitas Filho, entdo
diretor em exercicio da Superintendéncia de Telecomunicaces da SSSP/BA informou a Gazeta
da Bahia**® que a ferramenta teria sido adaptada para o contexto de pandemia e utilizacio de
maéscaras, modificando as formulas matematicas utilizadas na captacdo dos pontos focais de
cada rosto, ajustando a concentracdo do algoritmo para as areas cobertas pelas mascaras de

protecao.

Em 2021, o National Institute of Standards and Technology (NITS), érgdo parte do
governo estadunidense responsavel por padrdes de tecnologia, realizou um estudo testando 89
algoritmos de reconhecimento facial no mercado e encontrou um nivel de erro entre 5% e 50%
ao comparar faces com aplicacéo digital de mascaras com fotos das pessoa pessoas. **° De tal
modo, existe uma alta variedade de eficacia dos algoritmos no que tange o uso de maéscaras, 0
gue nos impede de concluir se a queda de nimero nas prisdes pode ser explicada por esse fator.
No entanto, continua sendo um dado importante que a utilizacdo do reconhecimento facial pela
SSP/BA foi adaptado para a situagcdo da pandemia, o que o coloca cada vez mais como uma

ferramenta padrao.

O corrente ano de 2022 expressa um retorno para nameros mais expressivos de prisées

com o reconhecimento facial. No 1° Semestre de 2022, o numero cresce para 73 prisoes

48 A GAZETA DA BAHIA. Reconhecimento facial completa dois anos e se adapta a pandemia. Jornal A
Gazeta da Bahia, 19 Dezembro 2020. Disponivel em:
https://www.agazetabahia.com/noticias/geral/27678/reconhecimento-facial-completa-dois-anos-e-se-adapta-a-
pandemia-19-12-2020/. Acesso em: 18 Setembro 2022

449 NATIONAL INSTITUTE OF STANDARTS AND TECHNOLOGY. NIST launches studies into Masks’
effect on Facial Recognition Software. 20 Julho 2020. Disponivel em:< https://www.nist.gov/news-
events/news/2020/07/nist-launches-studies-masks-effect-face-recognition-software> Acesso em 22 Setembro
2022.
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realizadas com sistema, ou seja, uma quantidade similar a marca alcancada entre 2019 e 2020
antes da pandemia. Assim como podemos indicar as medidas restritivas de circulagdo como
fatores explicativos para a queda no numero de prisbes, também podemos apontar a
flexibilizacdo e fim das medidas como um catalizador para o aumento das capturas por meio da

ferramenta.

Mas nimeros que se destacam sdo 0s mais recentes, aqueles que aparecem entre Julho
e Agosto de 2022, no qual em um periodo de dois meses, houve uma quantidade de prisdes
realizadas pelo sistema maior do que cada semestre analisado. Foram 108 capturas, um nimero
que é aproximadamente 48% maior do que os 73 do primeiro semestre de 2022 em apenas de
dois meses. Como apontamos no tépico anterior, em 15 de Junho de 2022, a Oi Solucges iniciou
0 processo de instalacdo de 1.200 cdmeras com suporte para reconhecimentos, ndo somente
para capital, mas também para setenta e sete cidade do interior baiano, o que explica o

crescimento exponencial.

O que esses numeros registram em geral € uma tendéncia de alta nas capturas obtidas
com o reconhecimento facial e que somente algo como a pandemia representou um empecilho
para seu crescimento. O fato que ndo temos o nimero de alertas realizadas pelo software nos

impede de realizar uma verificacdo do custo do uso dessa tecnologia.

3.4.2. Prisdes e os critérios de raca/género

O segundo passo na nossa exploracao das prisdes realizadas é confronta-las com base
nos marcadores de raca e género, ou seja, a quantidade de pessoas que foram presas com base
na raga e género das pessoas capturadas. Para o marcador “raga”, ¢ primeiro preciso indicar que
a SSP/BA, entre Dezembro de 2018 e Dezembro de 2019, ou seja, no primeiro ano de aplicagédo
da ferramenta realizava o noticiamento das prisbes com o nome completo e em alguns
momentos com registros fotograficos das pessoas capturadas. No seu levantamento nacional, a
Rede Observatorios de Seguranca “*°destacou uma grave dificuldade de encontrar informacdes
sobre o perfil de pessoa presa ou abordada e que somente em 42 casos foi possivel realizar a

identificacéo racial dos capturados.

Nos numeros apresentados pela Rede, 90,5% das pessoas capturadas eram negras
enquanto 9,5% eram brancas, 0 que inclui as pessoas presas na Bahia — que como informamos

tem a maioria das pris@es realizadas. Os nimeros do levantamento da Rede ndo permitem aqui

450 NUNES, op. cit. p. 69
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dizer pessoas negras estdo sendo presas em situagdes de erro do sistema de reconhecimento
facial, algo previsivel tendo em vista a opacidade da adocao de novas tecnologias em seguranca
publica. Importante destacar que a partir de 2020, a SSP/BA parou completamente de divulgar
0s nomes completos das pessoas presas com o uso do reconhecimento facial, impossibilitando
para pesquisadores e atores da sociedade civil de monitorarem as prisdes. E impossivel dizer o
que teria motivado essa mudanga mas é interessante apontar que a divulgacéo do Relatério da
Rede Observatorio acontece ndo muito antes dessa mudanca no modo de realizacdo do

noticiamento.

No 11° Ciclo de Informagdes Penitenciarias do Departamento Penitenciario Nacional*®*
gue contém os dados sobre o sistema prisional brasileiro do periodo de Julho a Dezembro de
2021, foi informado que a populacdo carceraria total estava no niumero de 833.176 pessoas.
Dessa populacdo, 325.486 pessoas foram identificadas como pardas (39%), enquanto 111.199
foram identificadas como pretas (13,3%), 0 que expressa entre essas duas populagdes, mais da
metade dessa populacdo carceraria € preta/parda. Ndo podemos deixar de tocar que 182.972
pessoas dessa populacdo ndo teve sua cor/etnia identificada, o que consiste em
aproximadamente 22% dos numeros totais. Mas 0 que queremos destacar aqui é o fato que a
seletividade racial das pessoas capturadas pelo reconhecimento facial no Brasil encontrado pela
Rede expressa um namero superior a quantificacdo pro cor/etnia realizada pelo DEPEN sobre
o total de pessoas encarceradas no pais. I1sso nos da pistas de como sistemas de reconhecimento
facial estdo ampliando a capacidade do Estado de capturar pessoas negras com base em rétulos

criminais.

Por outro lado, as noticias divulgadas pela SSP/BA no que diz respeito as prisdes
identificam com bastante frequéncia a pessoa presa a partir do uso da ferramenta em género
utilizando “homem” e “mulher”, pelo uso do pronome substantivo no feminino ou pelo verbo,

0 que auxiliou o levantamento com base no género abaixo:

Grafico n. 2 — Nimero de Prisdes com base no género — Dezembro 2018 — Agosto 2022

451 DEPARTAMENTO PENITENCIARIO NACIONAL. 11° Ciclo — INFOPEN. Sistema de Informacdes do
Departamento  Penitenciario  Nacional - SISDEPEN, julho-dezembro 2001. Disponivel em:<
https://www.gov.br/depen/pt-br/servicos/sisdepen/relatorios-e-manuais/relatorios/relatorios-analiticos/br/brasil-
dez-2021.pdf> Acesso em: 23 Novembro 2022
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Fonte: Gréfico elaborado com base em dados da SSP/BA

Em primeiro lugar, temos aqui destacar o elevado nimero de situacdes de captura em
gue ndo houve identificacdo do género, o que obstem um panorama completo com base nesse
marcador. Por outro lado, em relacdo aos nimeros com informacdo do género (263), ha uma
maioria de prisdes realizadas de homens (92,78%) em contraponto com mulheres (7,22%), um
panorama ndo diferente dos dados de populacdo carceraria em geral no qual 95,43% séo
identificados como masculino enquanto a populacio feminina esta com 4,57%.%%? Por outro
lado, o nimero ligeiramente superior da taxa feminina nos casos de captura do reconhecimento
facial pode abrir um questionamento se sistemas de reconhecimento facial estdo capturando
mais mulheres do que o padréo estabelecido pelas agéncias policiais. Devemos lembrar como
vieses de género sdo problematicas presentes nas discussdes sobre os risos de sistemas de

reconhecimentos facial.

Mas além disso, é necessario questionar como esses dados atravessam as dindmicas de
identidade de género. Ora, ndo temos garantias que as noticias divulgadas pela SSP/BA
respeitaram a identidade de género de pessoas capturadas pelo sistema, o que implica na ndo
visualizacdo de como essa solucdo tecnoldgica esta afetando pessoas transsexuais, travestis e
ndo-binarias. As informacdes relativas as prisdes por reconhecimento reproduzem uma logica

binéria e cis em relacdo a identidade de género.

452 DEPARTAMENTO NACIONAL DE INFORMAQOES PENITENCIARIAS. Populagdo Prisional por Género
- Periodo de Julho a Dezembro de 2021. Disponivel em:<
https://app.powerbi.com/view?r=eyJrljoiOWYwMDdINmItMDNkKOCO00Y2RmLWEYNjOtMmQOOTUwWY TUw
NDK5liwidCI6ImViMDkwNDIWLTQONGMtNDNmMNyO5MWYYLTRIOGRhNmMJIMZThIMSJ9> Acesso em: 23
Setembro 2022
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Em geral, os numeros aqui apontados expBe como o reconhecimento facial tem
reafirmado as tendéncias do sistema penal brasileiro no que diz respeito a raga e género, ao
mesmo tempo que explicita como a opacidade de dados tem atrapalhado uma observacédo
efetiva das problematicas da ferramenta. No entanto, também podemos tocar essas questdes,
sobretudo como a ferramenta afeta a populagéo negra a partir da analise dos nimero de prisGes
em face de circunstancias motivadoras, tendo em vista 0s processos de criminalizagdo que sdo

impostos a populacéo negra.

3.4.3. PrisOes e o critério de circunstancia motivadora

E fundamental o estudo das prisbes com o uso do reconhecimento facial na Bahia
considerando-se 0 que motivou essa prisdo, especialmente tendo em vista que o banco de dados
utilizados pela SSP/BA é baseado em mandados de prisdo em aberto. Para analisar esses dados,
decidimos por utilizar o termo ‘“circunstancia motivadora” invés de “tipificacdo penal”.
Justificamos essa escolha, tendo em vista que é central em nossa reflexdo até aqui a
profundidade da relacdo entre a vigilancia racializadora por biométricas com o processo de
criminalizacdo. Dessa forma, compreendemos nao ser prudente classificar as prisdes a partir da
tipificacdo que sugere a implicagdo da conduta delituosa as pessoas capturadas com a
tecnologia, mas no fato que essas tipificacbes foram circunstancias justificadoras da prisdo com
essa ferramenta. Nesse sentido, busca-se realizar um panorama geral das circunstancias que
fundamentaram a priséo e que levaram pessoas capturadas a supostamente estarem nos bancos
de dados da SSP/BA.

Elaboramos abaixo um quadro indicando as circunstancias motivadoras das prisdes

realizadas e mediadas pelo reconhecimento facial:

Tabela n. 3 — Prisdes por Circunstancia Motivadora

CIRCUNSTANCIA NUMERO
N&o Identificado 146
Roubo 102
Tréafico de Entorpecentes 63
Homicidio 36
N&o Cumprimento de Medida Restritiva/Prisdo Domiciliar 15
Furto 12
Estupro 6
Pensdo Alimenticia 4
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Crime ECA

Organizagéo Criminosa
Estupro de Vulneravel
Extorsdo Mediante Sequestro
Porte de Arma de Fogo

Violéncia Doméstica

Associacdo Para o Trafico
Lesdo Corporal

Associagio Criminosa

Tentativa de Homicidio
Disparo com Arma de Fogo
Falsificacdo

Contrabando

Receptacéo

Lavagem de Dinheiro

P R R R R R, R RPN N MMM W

Fonte: Tabela elaborada com base em dados da SSP/BA

Em primeiro lugar, observa-se uma grande quantidade de capturas sem informacao de
qual teria sido a circunstancia motivadora. Das 408 prisdes identificadas, cerca de 36% nao ha
identificacdo da circunstancia motivadora da captura, ou seja, um terco das prisoes realizadas
com reconhecimento facial na Bahia entre Dezembro de 2018 e Agosto de 2022, ndo ha
informac@es sobre qual situacdo justificadora da prisdo, o que gera uma lacuna na capacidade

de leitura dos efeitos do uso da ferramenta para o encarceramento no Brasil.

No entanto, a prépria lacuna ndo deixa de ser um dado para nossa reflexdo quanto ao
sistema e novamente devemos pensar na opacidade do uso de novas tecnologias na seara da
seguranca publica, um elemento que temos reportado continuadamente nesta dissertacdo. Se
antes, essa € verificada no processo de aquisicdo e implantacdo do sistema, agora podemos
observa-la na falta de informacBes sobre a circunstancia motivadora da captura por
reconhecimento facial. A auséncia de um panorama completo do que motiva as prisdes é um
obstaculo ao diagndstico da aplicagdo dessa tecnologia e a promocao de criticas por

pesquisadores e a sociedade civil.

Apesar desse obstaculo, ainda ha um consideravel nimero de prisdes com o fundamento
que permitem nossa analise. Das 408 prisdes noticiadas entre a implantacdo e Agosto/2022,

temos 262 casos no qual é possivel identificar qual foi a circunstancia motivadora, a partir de
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noticias divulgadas pelo site da SSP/BA. Nesse sentido, elaboramos uma tabela quantitativa

com base nesse nimero de prisdes com circunstancia motivada informada:

Gréfico n. 3 — Prisdes por circunstancia motivadora — Dezembro/2018 a Agosto/2022
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Fonte: Grafico elaborado com base em dados da SSP/BA

Destaca-se aqui a posicdo do Roubo (102 registros) e Trafico de Entorpecentes (63)
como situacGes motivadoras que mais aparecem nas prisdes realizadas com uso da ferramenta
de reconhecimento facial. Caracteriza-se a prevaléncia da protecdo do patrimonio privado e a
Guerra as Drogas como elementos motivadores de prisdes com o uso da ferramenta. Esses
nameros confirmam o repertério do sistema penal, que apontam a prevaléncia da ocorréncia
dos grupo de Crimes contra o Patriménio e os Crimes de Drogas, como mostram os dados do
DEPEN:

Figura 4— Quantidade de Incidéncias por Tipo Penal — Julho a Dezembro de 2021 — Sistema de Informacdes do
Departamento Penitenciario Nacional 453

453 DEPARTAMENTO PENITENCIARIO NACIONAL. Quantidade de Incidéncias por Tipo Penal — Periodo
de Julho a Dezembro de 2021. Disponivel em:<
https://app.powerbi.com/view?r=eyJrljoiMTMwZGI4ANTMtMTJNS00ZjM3LThjOGOtZjlIkZMmRIZTEYyMTcxli
widCI6ImViMDKwNDIWLTQONGMtNDNmMNyOSMWYYLTRIOGRhNMIMZThIMSJ9> Acesso em: 25
Setembro 2022
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Masculino e Feminino por Categoria: Quantidade de incidéncias por tipo penal
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A primeira consideracdo a ser feita aqui € a prevaléncia dos crimes patrimoniais no uso
do reconhecimento facial na Bahia. As circunstancias “Roubo” ¢ “Furto” somam mais de 40%
das capturas registradas, algo que aponta para a equivaléncia entre a clientela do
reconhecimento facial com a do sistema penal. Baratta explica essa prevaléncia expressa a
orientacdo do sistema de valores do direito penal a uma cultura burguesa de protecdo do
patrimonio privado e direciona-se atingir o cometimento de condutas realizadas em meio as
classes sociais expropriadas pelo modo de producéo capitalista.*** Ndo podemos deixar de tocar
no fato que no Brasil, essa atuacdo patrimonialista e seletiva do sistema penal é guiada pelo
componente raga, nao apenas no sentido tratado por Barrata de que “preconceitos e esteredtipos
guiam as agdes dos Orgdos investigativos”. A formacgdo das classes sociais exploradas e
espoliadas no Brasil € construida pela escravatura, sua aboli¢do e a posterior reconfiguragdo da

sociedade brasileira em torno da permanéncia de hierarquias raciais.

Nesse sentido, a repressdo aos crimes patrimoniais e sua prevaléncia no sistema penal
brasileiro e a clientela do céarcere também uma expressdo do racismo como principios
organizador das escolhas punitivas do Estado. Em artigo de Lourenco, Vitena e Macedo Silva*®®
, no qual foram pesquisados prontuarios de presos provisérios na cidade de Salvador/Bahia

entre 2018 e 2019, foi indicado que individuos negros séo capturados por acusacdes de crimes

44 BARATTA, A. Criminologia Critica e Critica do Direito Penal: introducdo a sociologia do direito penal. 3
ed. Rio de Janeiro: Revan, 2002.

45 L OURENCO, L. C.; VITENA, G. S. L.; SILVA, M. de M. Prisdo proviséria, racismo e seletividade penal: uma
discussdo a partir dos prontuérios de uma unidade prisional . Revista Brasileira de Seguranca Publica, [S. I.], v.
16, n. 2, p. 220-239, 2022. DOIl: 10.31060/rbsp.2022.v16.n2.1367.  Disponivel  em:
https://www.revista.forumseguranca.org.br/index.php/rbsp/article/view/1367. Acesso em: 10 nov. 2022.
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patrimoniais com quantias menores aquelas feitas em face de individuos ndo-negros. Essa é
uma evidéncia de como os ditos “crimes patrimoniais” estdo associados ao racismo como
instrumento direcionador do sistema penal e deve ser um ponto ao refletir a prevaléncia dessas

ocorréncia entre pessoas capturadas pelo reconhecimento facial da SSP/BA.

N&o podemos refletir sobre o elevado numero de prisdes com base no trafico de drogas
sem pontuar como essa politica estd associada ao terror racial e a arquitetura de vigilancia
racializadora no Brasil. Como explica Juliana Borges**®, a Politica de Drogas ¢ a marca da
atividade de repressdo por meio do Estado Brasileiro nos anos 2000 e esta expressa tanto no
crescente encarceramento, mas também na letalidade policial. A declarada guerra contra as
faccOes criminosas e traficantes estampa manchetes como justificadoras de operacdes violentas
das agéncias policias brasileiras em varias das grandes cidades do pais. A vigilancia baseada na
truculéncia e no terror cotidiano tem a Guerra as Drogas como um dos seus motores ideoldgicos

mais importantes.

Com o reconhecimento facial, a Guerra as Drogas ganha um instrumento de captura que
potencializa sua capacidade de sequestro dos alvos preferenciais do sistema penal. Pablo
Nunes*’ define o reconhecimento facial como uma atualizacéo de alta tecnologia para o velho
conhecido racismo que fundamenta todo o modo de funcionamento do sistema e que no caso
da Guerra as Drogas, ele representa para jovens negras a “(...) a certeza de que continuardo a
ser abordados de forma preferencial”. Mas no cenario de “Guerra as Drogas”, também podemos
adicionar que ele reafirma a l6gica binaria de tratamento de pessoas rotuladas criminalmente

que € caracteristica do sistema penal diante da racionalidade neoliberal.

Flauzina argumenta que o sistema penal brasileiro na sua fase neoliberal adota uma
metodologia de tratamento diferencial entre categoriais de grupos de individuos com diferentes
procedimentos e punicdes. Essa l6gica permite que controle penal diferencial que tomou forma
no pds-abolicdo funcione nessa etapa neoliberal do sistema. Evidéncia desta realidade € a
propria Lei de Drogas ao construir a dicotomia entre usuarios e traficantes, apontando penas
alternativas a prisdo para 0 primeiro grupo enquanto o encarceramento € o destino relegado ao
segundo, com todas as particularidades de brutalidade e condi¢6es precérias que caracterizam

0 sistema carcerario brasileiro.

456 BORGES, Juliana. Encarceramento em Massa. Sueli Carneiro, Editora Pélen, Selegdo Femininos Plurais,
2019, p. 86
47 NUNES, op. cit. p. 69-70
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Como expomos no topico anterior, o reconhecimento facial na Bahia funciona a partir
de registros visuais biométricos do Banco Nacional de Mandatos do CNJ, ou seja, pessoas com
destino as prisdes e cadeias brasileiras. Ou seja, ao ser acoplado ao sistema penal brasileiro, o
reconhecimento facial potencializa a capacidade do Estado de realizar o processo de
diferenciacéo entre pessoas identificadas como agentes de crimes e quais 0s espagos destinados
a esses grupos. O signo da raga como elemento definidor desses dois destinos, associado com
0 marcador de classe social, ja indica uma logica racializadora da letra legal, mas com a adi¢éo
do reconhecimento facial, hd uma conexd@o entre o duplo racializacdo/criminalizacdo e a

vigilancia racializadora através de novas biometrias.

Destaca-se também a presenca do “Homicidio” como terceira circunstancia motivadora
com maior incidéncia, mas em quantidade inferior as duas motivacdes. 1sso repete o repertério
penal brasileiro, no qual o Grupo de Crimes Contra a Pessoa - a qual inclui o homicidio —
também aparece na terceira posi¢do com cerca da metade dos nimeros dos Grupo de Crimes

relacionados a Politica Nacional de Drogas.

O crime de Estupro aparece com menos de 3% das prisdes com auxilio do
reconhecimento facial. A baixa porcentagem nao é surpreendente quando se conhece que a cifra
oculta 458 ¢é alta nesse casos diante dos diversos fatores que levam a vitimas de violéncia sexual
a ndo denunciarem, seja por medo de represalia ou da prépria reposta do sistema de justica
criminal.**° E importante desatacar aqui a reflexdo de Thula Pires de que para mulheres negras,
0 estupro esta intricado ao regime de violéncia e invisibilizacdo em face ao Estado,

caracteristico da zona do ndo-ser, espaco que como é imposto violentamente a pessoas negras:

(...) azona do néo ser cria uma zona de ndo humanidade que faz com que as violéncias
de género se deem desproporcionalmente em relacdo a fémeas (sequer consideradas
mulheres). Nela, a violéncia é a regra. Sendo a raca o critério utilizado pela
experiencia colonial para separar humanos de ndo humanos, o racismo é central para
entendemos as dindmicas de violéncias sexual que vdo afetar mulheres desumanizadas
(tratadas como fémeas), assim como as (ndo) respostas institucionais e intersubjetivas
diante dessas violéncias.*®

48 Conceito também denominado cifra negra que descreve o nimero de condutas que ndo chegam no
conhecimento do Estado In: SUTHERLAND, Edwin H. White collar criminality.IN: American Sociological
Review, s.l. v. 5, n.1, p. 01-12, fev. 1940.

49 QUEIROZ, Maria Isabel. A cifra negra como consequéncia da vitimizag&o no crime de estupro. Conjur, 24 de
Fevereiro de 2021. Disponivel em:< https://www.conjur.com.br/2021-fev-24/opiniao-cifra-negra-crime-estupro>
Acesso em: 29 Setembro 2022.

40 FL AUZINA, PIRES. Uma conversas de pretas sobre violéncia sexual. In: Raca e Género: discriminagdes,
interseccionalidades e resisténcias. EDUC, S&o Paulo, 2020, p. 65-68.
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A capacidade do reconhecimento facial de supostamente auxiliar no combate a violéncia
sexual ndo encontra respaldo na realidade pois esse instrumento somente engaja com situagoes
que chegaram aos olhos do sistema de justica criminal através de mandados de prisdo em aberto.
A biometria facial apenas reafirma as impossibilidades do sistema penal de lidar com essas
violéncias Nesse sentido, estd ainda mais distante de auxiliar mulheres negras que s&o
invisibilizadas em face a protecdo do Estado, ao mesmo tempo que séo alvos da violéncia

policial e o carcere.

A biometria facial tende a congelar no tempo as tendéncias historicas do sistema penal
e ndo ha nada que mostre que o interesse dos seus operadores em fazer diferente. Assim como
no sistema penal em geral, destaca-se 0s crimes contra o patriménio e o trafico de drogas e sao
raros a ocasides de condutas consideradas de “colarinho branco”. Nao defendemos uma posi¢éao
de que todas as condutas tipificadas no Cédigo Penal devem ter igual quantidade nas prisGes
com biométrica facial, mas que o panorama de capturas revela como a manutencdo de um
padrdo. Um gue tem o racismo como elemento edificador mas também como um reprodutor de

uma ideologia que associa negritude e criminalidade.

Nesse topico, atravessamos com mais atencdo graficos e tabelas, quantidades e
porcentagens. Sdo numeros e informacGes, 408 prisGes, que ja expressam cOmo O
reconhecimento facial esta estabelecido como instrumento de producéo de captura e abordagens
sob a égide do terror racial. Mas compreendemos que pela prépria natureza do sistema de
reconhecimento facial ser de transformar pessoas em numeros, em algoritmos e digitos, €
necessario irmos além da I6gica numérica para realmente apreendemos. Nesse sentido, no
préximo tépico, fecharemos o Capitulo, atravessando uma reflexdo a partir de elementos

qualitativos encontrados nas noticias de prisdes com auxilio do reconhecimento facial.

3.5.  Refletindo as noticias de priséo para além dos niameros: vigilancia racializadora,

terror racial no cotidiano biométrico baiano.

3.5.1. Noticiando reconhecimentos, criminalizando pessoas, racializando por vigilancia

No tdpico anterior, 0 banco de noticias da SSP/BA foi essencial para quantificacdo das
prisdes realizadas com auxilio do reconhecimento. Compreendemos no entanto que 0 arquivo

de noticias pode nos auxiliar em uma articulacéo reflexiva sobre como SSP/BA, como 6rgéo
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integrante e responsavel pela arquitetura punitiva na Bahia, compreende o uso dessa solugdo
biométrica. Buscamos aqui investigar essas narrativas de prisdes, explorando o0 modo como o

reconhecimento facial esta conectado com a brutalidade racista do sistema penal.

Existe um padrdo basico de escrita de noticias por parte da SSP/BA. De forma geral,
elas comegam com a narracdo de que uma pessoa foi capturada — muitas vezes descrita a partir
do rétulo criminal, ou seja, o “traficante”, “assaltante” ou “estuprador’ — com auxilio do
reconhecimento facial com base em um mandado de prisdo em aberto; seguem descrevendo o
fato de que guarnigdes policiais foram enviadas para realizar captura e terminam indicando a
destinagdo da pessoa capturada até a Central de Flagrantes para confirmacéo da prisdo. Também
¢ importante mencionar que as noticias tendem a divulgar no texto o nimero de prises

realizadas até aquele momento:

Figura 5 — Captura de Tela - Noticia de prisdo de uma pessoa capturada com auxilio do sistema de
reconhecimento facial, ocorrida em 17 de Agosto de 2022.46

Secretaria da Seguranca Publica -

Traficante é 214° localizado com apoio de tecnologia
Tecnologia
Postado em: 17/08/2021 18:00

O homem era procurado pela venda de entorpecentes desde novembro do ano anterior.

Um homem procurado por trafico de drogas foi alcan¢ado, na tarde desta terca-feira (17), por
policiais militares, apés alerta do Sistema de Reconhecimento Facial da Secretaria da Seguranca
Publica. O capturado foi 214° encontrado com o auxilio da tecnologia, em fase de expansé&o na
Bahia.

Um alerta de 97,7% de similaridade emitido pelos Sistema chamou a atencéo das equipes do
Centro Integrado de Comunicagao (Cicom), que acionaram policiais da 92 Companhia Independente
de Policia Militar (CIPM/Piraja).\

Imagem: Alberto Maraux

O homem de 22 anos teve mandado de prisdo temporaria emitido pela Vara Criminal de Santa
Barbara, por delito praticado no municipio de Tanquinho. Ele foi encaminhado a Central de
Flagrantes, onde teve a identidade confirmada e a ordem de prisdo cumprida.

461 BAHIA, Secretaria de Seguranga PUblica. Traficante é o 214° localizado com apoio da tecnologia. Secretaria
de Seguranca Publica da Bahia, Noticias, 17 Agosto 2021.Disponivel em:<
http://www.ssp.ba.gov.br/2021/08/10325/Traficante-e-2140-localizado-com-apoio-de-tecnologia.html>  Acesso
em: 12 Setembro 2022
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“Traficante é capturado pelo Reconhecimento Facial”*®?, “Reconhecimento Facial
descobre criminoso no entorno da Arena”*®, “Ferramenta auxilia na prisdo de trés
criminosos™*®*, “Traficante é flagrado e preso pelo Reconhecimento Facial”*®®. Em muitas das
manchetes publicadas pela Secretaria, é possivel visualizar uma compreensao de que as pessoas
capturadas pela policia com ajuda do reconhecimento facial sdo compreendidas no momento
da captura como definidas pelo rétulo criminal que a tecnologia demarcou. Essa narrativa

também atravessa a propria escrita das noticias:

Um homem procurado por roubo qualificado foi capturado, na noite de sabado (4),
apos ser flagrado pelo Sistema de Reconhecimento Facial da Secretaria da Seguranca
Publica. Ele foi o preso de nimero 215 com o apoio da tecnologia, implantada em
dezembro de 2018.4

Ao passar por um dos pontos monitorados pelo Reconhecimento Facial da Secretaria
da Seguranca Publica (SSP), na manha desta quinta-feira (28), um homem envolvido
com trafico de drogas foi capturado por equipes da PM, logo ap6s a tecnologia emitir
o alerta.*s’

O sistema de reconhecimento facial auxiliou na prisdo de mais um assaltante na noite
desta quarta-feira (1). O homem foi flagrado quando circulava pelas ruas de Salvador.
Abordado por policiais e ap6s checagem humana encaminhado para a delegacia. Ele
tinha mandado em aberto por roubo qualificado e porte ilegal de arma de fogo.*%®

462 BAHIA, Secretaria de Seguranca Publica. Traficante é capturado pelo Reconhecimento Facial. Secretaria
de  Seguranga Pdblica da  Bahia, Noticias, 20 Setembro  2019. Disponivel em:<
http://www.ssp.ba.gov.br/2019/09/6470/Traficante-e-captado-pelo-Reconhecimento-Facial.html> Acesso em: 06
Novembro 2020

463 BAHIA, Secretaria de Seguranca Publica. Reconhecimento Facial descobre criminoso no entorno da Arena.
Secretaria de Seguranca Publica, Noticias, 23 Junho 20109. Disponivel em:<
http://www.ssp.ba.gov.br/2019/06/5919/Reconhecimento-Facial-descobre-criminoso-no-entorno-da-
Arena.html> Acesso em: 06 Novembro 2020

464 BAHIA, Secretaria de Seguranca Publica. Ferramenta auxilia nas prisdes de trés criminosos. Secretaria de
Seguranca Publica, Noticias, 04 Fevereiro 2020. Disponivel em:<
http://www.ssp.ba.gov.br/2020/02/7169/Ferramenta-auxilia-nas-prisoes-de-tres-criminosos.html> Acesso em: 05
Novembro 2020

4SBAHIA, Secretaria de Seguranga Publica da. Traficante de Camacari é flagrado pelo Reconhecimento
Facial. Secretaria de Seguranca Publica, Noticias, 13 Fevereiro 2021. Disponivel em:<
http://www.ssp.ba.gov.br/2021/02/9144/Traficante-de-Camacari-e-flagrado-pelo-Reconhecimento-Facial.html >
Acesso em: 25 Fevereiro 2021

466 BAHIA, Secretaria de Seguranga Publica. Reconhecimento facial alcanca a marca de 215 procurados.
Secretaria de  Seguranca  Publica, Noticias, 05 Setembro de 2021. Disponivel em:<
http://www.ssp.ba.gov.br/2021/09/10486/Reconhecimento-Facial-alcanca-marca-de-215-procurados.html>
Acesso em: 15 Setembro 2021

47 BAHIA, Secretaria de Seguranca Publica. Traficante é 219 foragido alcancado pelo Reconhecimento Facial.
Secretaria  de Seguranca Publica, Noticias, 28 Outubro 2021. Disponivel em:<
http://www.ssp.ba.gov.br/2021/10/10935/Traficante-e-2190-foragido-alcancado-pelo-Reconhecimento-
Facial.html> Acesso em: 20 Novembro 2021

48 BAHIA, Secretaria de Seguranca Pablica. Criminoso é reconhecido pelas cameras da SSP. Secretaria de
Seguranga Publica, Noticias. 02 Abril 2022. Disponivel em:< http://www.ssp.ba.gov.br/2020/04/7443/Criminoso-
e-reconhecido-por-cameras-da-SSP.html> Acesso em: 05 Novembro 2020



http://www.ssp.ba.gov.br/2019/09/6470/Traficante-e-captado-pelo-Reconhecimento-Facial.html
http://www.ssp.ba.gov.br/2019/06/5919/Reconhecimento-Facial-descobre-criminoso-no-entorno-da-Arena.html
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As narrativas escolhidas pela SSP/BA para noticiar a captura de pessoas com o uso do
reconhecimento facial expressam uma operagdo linguistica de validacdo do rétulo criminal
imposto pelos bancos de dados policiais e pela biometria. Ndo compreendemos essa pratica
como algo separado do uso da ferramenta, mas sim como uma etapa da sua operacdo. O discurso
pos-reconhecimento da instituicdo policial tem seu lugar no complexo biométrico de vigilancia
racializadora e na criminalizacdo da populacdo negra, os alvos predeterminados do

rastreamento facial.

Um caso que explicita como a tecnologia funciona no campo do processo duplo de
criminalizagdo/vigilancia racializadora ¢ uma prisdo realizada em 27 de Julho de 2019.%%° Nessa
ocasido, um homem de 26 anos foi capturado em decorréncia de mandado de prisdo em aberto
pela pratica de roubo, ap0s ser registrado pela ferramenta biométrica andando entre um dos
pontos monitorados segurando uma sacola de salgadinhos. A noticia também destaca que
minutos antes, a central 190 da SSP/BA teria recebido a dendncia que um homem teria praticado
furtos e roubos na mesma localidade, expressando como diferentes ferramentas de comunicacgéo

interagem com o reconhecimento facial.

E marcante a manchete utilizada pela SSP/BA ao noticiar o caso: “Reconhecimento
facial flagra assaltante disfargado de ambulante”.*’® N&o temos objetivo aqui entrar na
discussdo se a pessoa capturada em questdo teria cometido a conduta, mas sim refletir sobre
como 0 noticiamento cria uma narrativa sobre a captura a partir da ferramenta. Em primeiro
lugar, fica registrado que a noticia foi publicada no mesmo dia e turno da captura, permitindo
inferir que declarar a pessoa capturada como automaticamente “assaltante” expressa uma
criminalizacdo prévia ao proprio processo penal, de encontro a garantias fundamentais como a

presuncao de inocéncia.

O caso também marcante nao sé imposicdo do rotulo criminal, mas também pela
compreensdo oficial de que a ferramenta auxiliou a retirar essa pessoa do seu disfarce de
ambulante. Um homem circulava o espaco publico com uma sacola com pacotes de
salgadinhos, sendo visto no espaco publico como um vendedor ambulante, quando ao ser
supostamente identificado através de seus dados biométricos, passou ser lido a partir do rétulo

de “assaltante”. Ndo somente isso, mas ser ambulante se tornou um disfarce, algo utilizado pela

49 BAHIA, Secretaria de Seguranca Publica. Reconhecimento facial flagra assaltante disfarcado de
ambulante. Secretaria de Seguranga Publica, Noticias, 27 Julho 2019. Disponivel em:<
http://www.ssp.ba.gov.br/2019/07/6106/Reconhecimento-Facial-flagra-assaltante-disfarcado-de-
ambulante.html> Acesso em: 05 Novembro 2020

470 1 dem. Ibidem.
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pessoa para esconder sua verdadeira identidade de “assaltante”, que estaria confirmada pelo
match biométrico entre sua face e o registro nos bancos de dados da SSP/BA. Aprendemos
como Browne*’* que as biométricas funcionam a partir da operagdo em que a correlagio de
informacdes sobre sujeitos sdo impostas a um elemento corporal.. No caso, a solucdo esta
auxiliando as agéncias policiais a impor a informagdo “assaltante” ao sujeito através do seu

rosto, impondo a sua identidade as informacdes escolhidas pelo Estado.

Esse processo ganha ares de certeza por ser feito por meio de computadores, com o
reconhecimento facial refletindo um caréater de certeza para a rotulacéo de pessoas capturadas
e o0 processo de criminalizagdo. O noticiamento das prisdes com a ferramenta indica tal l16gica
no modo como a descri¢do da posicdo do reconhecimento facial € de um ator autbnomo que
confirma a rotulacdo criminal construida pelas agéncias. Manchetes da SSP/BA apontam isso,
a exemplo de “Reconhecimento facial flagra(...)” / “Reconhecimento facial auxilia na prisdo
(...) em uma logica de personalizacdo da maquina e de sua utilizagdo como aliado das policias:
o0 reconhecimento facial é apresentado como um rotulador criminal autbnomo que auxilia as
atividades dos agentes policiais e confirma as informacgdes que o sistema penal emite, com o

carater “objetivo” de uma tecnologia supostamente neutra.

E impossivel separar esse processo da questdo racial, pois como exaustivamente
exploramos no Capitulo Um, a historia da rotulacdo criminal ao complexo biométrico de
vigilancia racializadora. Mesmo que o signo da raca ndo apareca na literalidade das descrigdes,
o fato é que a clientela do sistema penal é majoritariamente negra e que delimitacdes penais
como “traficante” e “assaltante” foram produzidas com o racismo como um principio
orientador. A utilizacdo do reconhecimento facial e o posterior noticiamento das capturadas

pela SSP/BA replicam a logica.

Nesse tocante, € necessario relembrar que o reconhecimento facial € operado com base

em abordagens policiais:

Cameras posicionadas em uma area de Salvador indicaram que um homem sentado,
em uma calcada, tinha 98% de semelhanca com um foragido da Justica. Rapidamente
guarnicoes da PM foram até o suspeito e fizeram a abordagem.

Mesmo com a confirmacgdo, através do documento apresentado pelo homem, os
militares fizeram a conducédo até a Central de Flagrantes da Policia Civil, onde foi
concluida a identificagdo humana*’

471 BROWNE, 2016.
472 BAHIA, Secretaria de Seguranga Publica da. Reconhecimento Facial localiza foragido usando mascara.
Secretaria de Seguranca Publica, Noticias, 20 Margo 2021.
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A descricdo acima é de outra noticia publicada pela SSP/BA que descreve uma priséo
realizada no dia 20 de Marco de 2021, na qual um homem de méscara foi preso sob a motivacéo
de ter mandado em aberto por roubo. Apos essa identificacdo, houve o envio de guarnicdes da
policia para abordar a pessoa identificada pelo sistema de reconhecimento facial, tendo sido
entédo realizadas a abordagem e supostamente a confirmacéo da identidade do suspeito. A leitura
dessa noticia e outras expde que todo caso de reconhecimento facial também é um relativo a
abordagem policial. Ja refletimos como a abordagem policial € uma pratica de vigilancia
continuamente associada ao terror racial, algo expressado pela predominancia de pessoas

negras abordadas no Brasil e pelas constantes violéncias cometidas nessas situagoes.

Um emblematico caso narrado acontecido em Salvador/Bahia nos permite visualizar
essa dimensdo. Em Setembro de 2019, um rapaz de 25 anos, portador de necessidades especiais,
acompanhado pela mée foi abordado por agentes policiais enquanto estava a caminho de uma
consulta médica. *">A mée relatou ao Correios que apds sairem da estagdo de metrd foram
abordados por agentes da PM/B ao entrarem em uma padaria. Os policiais apontaram armas
para a cabega e costas do rapaz e em “(...) nenhum momento deram um bom dia, solicitaram a
documentacdo para constatar se era a pessoa.” A made buscou informar aos policiais que era
acompanhante do rapaz e que nem moravam em Salvador, mas sim em Lauro de Freitas. Além
disso, apresentou a identidade do filho quando percebeu que um dos policiais estava com um
celular com uma imagem aberta, a qual ndo chegou a ver. Naquele momento, o erro foi
percebido e os policiais informaram que estavam procurando duas pessoas por assalto e que o
rapaz teria sido reconhecido pelas cameras do sistema.

Em primeiro lugar, o fato que os policiais apontarem armas imediatamente para o rapaz,
enquanto este estava acompanhado pela méae, em um padaria, j& expde como o padrdo de
brutalidade das agéncias penais na Bahia se repetem quando a prisdo é intermediada pelo
reconhecimento facial. A propria mae do rapaz compara a situacdo do seu filho com a de outro
rapaz, esse de 15 anos, que foi morto em uma abordagem policial — sem o0 uso do

reconhecimento facial:

Dois meses depois, aconteceu com o filho de uma amiga minha, e eles mataram o
menino de 15 anos. N&o foi reconhecimento facial, mas foi uma abordagem da policia,
chegaram ja atirando. Ele correu com medo, os colegas conseguiram se esconder, mas
ele ndo e mataram ele com vérios tiros na nuca. Minha amiga hoje chora, acabou a

47 PALMA, Amanda, PACHECO, Clarissa. 'O policial ja foi com a arma na cabeca dele', diz mée de rapaz
confundido por reconhecimento facial. Correios, entre, Salvador/Bahia 05 Janeiro 2020. Disponivel em:
https://www.correio24horas.com.br/noticia/nid/o-policial-ja-foi-com-a-arma-na-cabeca-dele-diz-mae-de-rapaz-
confundido-por-reconhecimento-facial/> Acesso em: 23 Outubro 2022
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vida dela porque ele era filho Gnico, enquanto eu dou gracas a Deus por ndo ter
acontecido nada com meu filho".47

O relato demonstra uma consciéncia de qudo comum sdo essas instancias de violéncia e
expressa como a brutalizacdo policial adentra no cotidiano, 0 que desencadeia o0
desenvolvimento de estratégias de sobrevivéncia de pessoas negras diante dessas situacoes:
“(...) eu sempre converso com ele que isso ¢ comum, que ele ndo se exalte, que ele ndo corra,
até porque ele nao deve nada para a sociedade.” Marca-se aqui como a solugao biométrica facial
acoplada nesse padrao de atuacédo policial baseado na violéncia, com sua suposta neutralidade
e objetividade, ndo representa nenhuma alteracao nesse sentido. A unica transformacéo que o

reconhecimento facial parece representar € aumentar o nimero dessas ocorréncias.

Importante destacarmos que tivemos aqui mais um relato de falso-positivo, no qual ficou
configurado constrangimento e grave ameaca - abordagem com armas em punho sendo
apontadas para 6rgdos vitais — mediado pelo reconhecimento facial. Ndo ha nenhum momento
no relato informacédo da raca do rapaz abordado, o que nos impede de descrever o caso em
questdo como causado por Viés racial no algoritmo. No entanto, o fato de a grande maioria de
pessoas presas por reconhecimento facial serem negras e o padréo de atuacgdo das policiais no
caso aumenta a possibilidade de esse ser mais um desses casos. Independente disso, o fato é
que o sistema de reconhecimento facial auxiliou as agéncias policiais a promoveram mais um
ato de violéncia contra uma pessoa, expressando o modo truculento de atuacdo policial
historicamente calibrado pela raca. De tal maneira, independente da identificacdo racial da
pessoa abordada, a violéncia que atravessa a conduta dos agentes do Estado é calibrada pelo

terror racial e intermediada pelo reconhecimento facial.

E relevante que a noticia envolve a violagdo contra uma pessoa com necessidades
especiais que foi aqui vitima de violéncia policial quando estava a caminho de uma consulta
médica. 1sso expressa como 0 aumento da capacidade do Estado para vigiar a populagdo
atravessa ndo sO marcadores de raca, classe e género, mas também potencializando o
capacitismo que atravessa a arquitetura policial. A mae informou que seu filho ndo reagiu de
nenhuma forma, nem mesmo colocando a méo nas cabecas quando foi dada a ordem policial,

somente olhando para ela que estava em choque.

474 PALMA, PACHECO, op. cit. n.p.
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N&o s6 o rapaz é vitima. Sua mée, a narradora desse evento, também foi atingida pela
truculéncia do Estado, na forma como ela foi forgada assistir seu filho sob a mira de uma arma.
A mercé do gatilho estatal que esté habituado a ser apertado. As praticas de vigilancia nao afeta
somente aquele efetivamente vigiado e capturado, mas também familiares e amigos que se
tornam violados colaterais, obrigados a passar por situaces de extrema violéncia. Uma das
muitas facetas do terror racial no Brasil é a continua violéncia em face de mulheres negras de
verem seus filhos, maridos, netos ou outros familiares serem vitimas de agressdes, 0

encarceramento ou até a morte prematura por agentes do Estado..

Também preocupante é como situacdes com essa existem em um limbo informacional
no que toca a publicidade das acdes do reconhecimento facial, tendo em vista que SSP/BA
somente publica informacdes sobre prisdes efetivamente realizadas. Abordagens que acabaram
nédo confirmando a identificacdo como a que aconteceu com esse rapaz e sua mée dificilmente
chegam ao publico, o que alimenta o carater opaco do uso dessas tecnologias e as violagdes que
acontecem a partir de sua utilizacdo. Entretanto, fica claro que sob o ponto de vista do Governo
da Bahia, ndo expor essas situacdes auxilia uma narrativa de sucesso da tecnologia e como isso
promove um marketing policial sustentado na atualizacdo tecnoldgica da sua estrutura, como

Veremos a seguir.

3.5.2. Um “sucesso” da tecnologia a ser reforgado por eles e questionado por nos.

A preocupagao sob como a utilizagdo do reconhecimento facial para fins policiais é vista
na opinido publica ndo é algo novo . Como ja vimos na analise de Kelly Gates*®, o
reconhecimento facial € uma tecnologia que foi constituida nos encontros entre 0 mercado € 0
Estado, sendo simultaneamente um negécio comercial a ser divulgado e promovido, assim
como recurso de atividades de vigilancia estatal, com os dois lados necessitando de uma boa
percepcao sobre o uso. De um lado, empresas que produzem ou operam a solucdo biométricas
querem divulgar seu uso, enquanto o Estado tem a intencdo de usar a ferramenta na modular a

opinido publica no que diz respeito ao trabalho das agdes policiais.

O Governo da Bahia ndo se omite de usar o reconhecimento como um instrumento
publicitario das atividades de seguranca publica. Esse padrdo fica explicito na fala do entéo
secretario de Seguranca Publica apds o recebimento do Prémio Case de Sucesso no ja
mencionado evento 122 Edicdo do '4CIO Bahia (Chief Information Officer)' promovido pela

475 GATES, 2011.
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organizacdo IT4CIO (Internet Technology Four) que destaca como o sistema auxilia na
percepgao da sociedade sobre a atuagdo do Estado: “Conseguimos retirar das ruas 57 criminosos
gracas ao reconhecimento facial. A comunidade ganha e nds entregamos o0 menor tempo
resposta para que se sintam cada vez mais seguros”.*’® A fala aqui reafirma a centralidade da
“sensagdo de seguranga” como centro dos resultados de politicas de seguranca publica, algo
que Felipe Freitas criticou ao estudar o programa de combate de homicidios Pacto Pela Vida:

Ao assumir a “sensac@o de seguranga” como indicador de resultados da agdo do PPV
o discurso oficial alinha-se mais com a percepc¢do de parte da sociedade sobre a
violéncia — muitas vezes distorcida pela acdo da midia e dos grupos de interesse — e
menos com os dados reais do proprio diagndstico da politica. Ao invés de ter
indicadores lastreados na propria investigagao sobre a realidade o documento opta por
um indicador fragil como o “percentual de sensac¢do de seguranga”; aposta-Se numa
falsa relagdo entre “aplicagdo da lei penal” e “aumento da sensagdo de seguranca™*’’

Para Freitas, essa visdo que coloca a sensacdo de seguranca em face da criminalidade
como centro da politica de seguranga publica, leva uma predominancia da no¢ao de “crime”
para resolucdo dos problemas sociais. E uma visdo baseada na oposi¢io entre “bons” e “ruins’”
com foco em intervengdes em sujeitos mas que ndo toca nos fenémenos. Nesse sentido, Samuel
R. de Oliveira*® descreve que a seguranca ¢ colocada como a razdo mais importante para
aquisicdo de tecnologias de vigilancia como o reconhecimento facial, mesmo com a
possibilidade de riscos aos dados pessoais, sendo visto como uma troca justa pela reducéo dos
riscos. Mas em sentido semelhante ao argumento de Freias, o autor*’® aponta que, na realidade,
0 aumento de vigilancia ndo tende a melhorar a seguranca, indicando que na busca pela
ampliacdo do poderio tecnolégico do Estado, o poder publico reduz a questdo violéncia e
inseguranga a uma questao de “risco” a ordem publica, o que leva a omisséo estatal de enfrentar

as verdadeiras raizes sociais e econémicas que atingem a populacdo em geral.

No entanto, o discurso da SSP/BA passa a ideia que o sistema de reconhecimento facial
é uma atualizacdo necessaria que garantira paz para a populacao baiana através da produgéo de
prisGes, o que se verificard na publicacdo das noticias de prisdes com base numa logica de

“conquista” de novos numeros. Em muitas das publicacdes, hd o destaque para o numero da

476 BAHIA, Secretaria de Seguranca Publica. SSP recebe Prémio Case de Sucesso com Reconhecimento Facial.
Secretaria  de  Seguranca  Publica, Noticias, 17 Setembro  2019. Disponivel  em:<
http://www.ssp.ba.gov.br/2019/09/6446/SSP-recebe-Premio-Case-de-Sucesso-com-Reconhecimento-
Facial.html> Acesso: 07 Novembro 2020

411 FREITAS, 2015, p. 83

478 OLIVEIRA , 2020, p. 129

479 1dem. Ibidem. p. 130
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prisdes geradas em suas manchetes (“Estuprador é o 42° criminoso pelo Reconhecimento

1481/ «Assaltante é

Facial”*®Y/ “Traficante é 45° criminoso flagrado pelo Reconhecimento Facia
0216° preso com auxilio de Reconhecimento Facial”*®?), o que também acontece nas descrigdes
de muitas das publicacdo: “Na manha desta quarta-feira (24), um assaltante foi localizado apds
alertada tecnologia, tornando-se o 223° preso com ajuda da ferramenta.”*® Ou seja, hd uma
pratica recorrente de reafirmagdo que a tecnologia esta funcionando e cumprindo seu objetivo

primario de capturar pessoas.

O discurso das publicacGes apresenta a priséo como um dado positivo, resultando do
uso de uma tecnologia eficiente em uma légica que associa “mais prisdes” com “maior
sucesso”. Novamente, tomamos a reflexdo de Felipe Freitas*® que, ao abordar a politica de
seguranca publica a partir do Pacto pela Vida, apontou para uma direcdo informada pela
racionalidade neoliberal, centralizada na ideia de gestdo de eficiente na qual o objetivo do
sistema penal e da justica criminal é formar uma cadeia produtiva de combate a criminalidade.
Isso é refletido no reconhecimento facial, em que cada nova captura, esta-se alcangando uma
nova marca, Um novo sucesso para 0s objetivos da politica de seguranca publica, apresentado
para a populacdo como algo que melhorara a “sensagdo de seguranga” pois 0s “maus” estao
sendo capturados, sem se pontuarem os vieses discriminatorios e violentos inscritos nesse

processo.

Nessa direcdo, destacamos uma vez mais como a publicacdo de noticias se torna um
meio de divulgacio desse trabalho auxiliado pela biometria facial. Se Jackie Wang*®® descreve
a entrada de novas tecnologias na arquitetura policial estadunidense como um rebranding das

agéncias policiais em face das criticas a violéncia policial, no contexto brasileiro e

480 BAHIA, Secretaria de Seguranca Publica da. Estuprador é o 42° criminoso preso pelo Reconhecimento
Facial. Secretaria de Seguranga Pulblica, Noticias, 26 Julho 2019. Disponivel em:<
http://www.ssp.ba.gov.br/2019/07/6093/Estuprador-e-0-420-criminoso-preso-pelo-Reconhecimento-
Facial.html> Acesso em: 05 Novembro 2020

481 BAHIA, Secretaria de Seguranga Publica da. Traficante é 45° criminoso flagrado pelo Reconhecimento
Facial.  Secretaria de Seguranga Publica, Noticias, 01 Junho 2019. Disponivel em:<
http://www.ssp.ba.gov.br/2019/08/6128/Reconhecimento-Facial-localiza-mais-um-traficante-em-SSA.html>
Acesso em: 05 Novembro 2020

482 BAHIA, Secretaria de Seguranca Publica da. Assaltante é o 216° preso com auxilio de Reconhecimento
Facial. Secretaria de Seguranga Publica, Noticias, 24 Outubro 2021. Disponivel em <
http://www.ssp.ba.gov.br/2021/10/10902/Assaltante-e-0-2160-preso-com-auxilio-de-Reconhecimento-
Facial.html > Acesso em: 10 Novembro 2021

483 BAHIA, Secretaria de Seguranca PUblica da. Assaltante é capturado com ajuda do reconhecimento facial.
Secretaria de Publica, Noticias, 24 Novembro 2021. Disponivel em:<
http://www.ssp.ba.gov.br/2021/11/11121/Assaltante-e-capturado-com-ajuda-do-Reconhecimento-Facial.html >
Acesso em: 15 Dezembro 2021

484 FREITAS, 2015, 95-96

485 WANG, 2018, p. 236
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especificamente no caso da Bahia, percebemos como a adi¢do dessas tecnologias esta associada
a missdo de prender em maior volume e garantir uma suposta seguranga. O reconhecimento
facial acaba por funcionar numa logica muita mais de propaganda das atividades policiais,

fornecendo para essas um carater mais moderno e efetivo na captura de pessoas.

N&o ha como desassociar esse foco na producgdo escalada de prisfes por reconhecimento
facial da racionalidade neoliberal e sua l6gica de transfigurar todas as relacdes da vida (e da
morte) em operacOes mercadoldgicas. Fica expresso como a SSP/BA visualiza um nimero cada
vez maior de prisbes como um resultado positivo, ou seja, produzir prisdes € como o
reconhecimento da “retorno” para seus operadores. Aqui, ndo podemos deixar de pontuar que
o sistema de reconhecimento facial na Bahia é uma atividade com fortes dimensdes comerciais,
inaugurada com a prépria venda da solucédo integrada e atual operacdo por prestacdo de servico,
como explicamos anteriormente no Capitulo. A reafirmacdo constante do nimero de prisGes
reflete a racionalidade neoliberal e opera numa visdo de marketing policial que diz que o
sistema funciona para os interesses do Estado e que deve ser aprofundada sua implantacgéo,
além de auxiliar a propaganda baiana do reconhecimento facial local como uma referéncia

nacional.

No contexto dessa projecao nacional, indica-se as visitas de representantes de agéncias
policiais do pais para a Bahia, como a policia do Rio de Janeiro*® e até mesma a reunido entre
a Cupula da Seguranca Publica e membros da Marinha e Consulado Argentina®®’, ambos em
agosto em 2019, no qual o reconhecimento facial foi um destaque, assim como a visita do
secretario da Secretaria de Seguranca Publica de Ronddnia no Centro de Operacgdes 2 de Julho
em Janeiro de 2021. Visitas essas com objetivos de realizar intercdmbio de conhecimentos e
que apontam para 0 reconhecimento facial como um instrumento projetado nacionalmente.
Tratamos anteriormente como a histéria das biométricas e seu uso policial no Brasil e na
América Latina tem como caracteristicas a busca por integracdo nacional e regional de dados,

e reunibes como essa apontam como o reconhecimento facial materializa esse objetivo.

486 BAHIA, Secretaria de Seguranca de. Seguranca Pudblica recebe policiais cariocas para visita técnica.
Secretaria  de Seguranca Publica, Noticias, 21 Agosto 2019. Disponivel em:<
http://www.ssp.ba.gov.br/2019/08/6261/Seguranca-Publica-recebe-policiais-cariocas-para-visita-tecnica-.htm|>
Acesso em: 05 Novembro 2020

487 BAHIA, Secretaria de Seguranca Publica da. Clpula de Seguranga Publica conhece embarcagdo da
Argentina. Secretaria de Seguranca Pdblica, Noticias, 28 Agosto 2019. Disponivel em:<
http://www.ssp.ba.gov.br/2019/08/6316/Cupula-da-Seguranca-Publica-conhece-embarcacao-da-Argentina.html>
Acesso em: 10 Novembro 2020
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N&o podemos perder de vista que a légica mercadoldgica na divulgacéo da tecnologia é
alimentada por pessoas que sdo capturadas por esse sistema, majoritariamente negras. Sem
essas pessoas capturadas, a projecéo do reconhecimento como tecnologia inovadora que auxilia
as agéncias policiais a gerar uma abstrata sensacdo de seguranca para uma também abstrata
comunidade. Nesse sentido, 0 uso da tecnologia na Bahia para marketing tem como seu pilar a
captura e o carcere de pessoas negras que se tornam simples nimeros a serem compilados, uma
verdadeira afirmacdo da racionalidade neoliberal no update da arquitetura de vigilancia. O
reconhecimento facial existe nessa conexao entre novas tecnologias, raca e neoliberalismo,
confirmando a visdo de Achille Mbembe*®® que aponta a transfiguragdo do Humano em
nimeros como uma das caracteristicas essenciais do neoliberalismo e a raga e seu caréater

desumanizante do Outro.

Nesse sentido, a informacdo que se destaca € da modificagdo da metodologia da
Secretaria no noticiamento das prisfes entre 0 ano 2019 e 2020, que interrompeu a divulgacao
dos nomes das pessoas capturadas com o sistema. Por certo essa modificacdo representou um
aprofundamento na logica da negacdo da humanidade, pelo desaparecimento do nome e o foco
somente no rétulo criminal e no ndmero preso. Ao refletir sobre o confinamento de meninas e
mulheres negras no reformatorio feminino de Bedford Hills, em Nova York, no inicio do século
XIX, Saidiya Hartman atravessa relatos e aponta como a substituicdo do nome pelo numero

representa a usurpacao do nome das mulheres, uma forma de mortificacdo do Eu:

O ndmero assinalado substitua seu nome, possuia seu corpo e a fixava sob o dominio
estatal. Na fotografia de identificagdo achada no arquivo de seu caso, 0s nimeros estéo
anexados a um macacdo palido, transformando uma vida singular em um perfil
estatistico, a prendendo uma segunda vez. Os nimeros imp&e uma identidade e produz
uma narrativa sobre ela, distanciada de familia e amigas, sequestrada do mundo,
confinada no corpo do Estado e vulneravel a violéncia gratuita. Seus gostos e
desgostos, suas capacidades e talentos ndo importam mais: ela é agora um agregado
estatistico, um membro de uma categoria social abstrata, ela é uma interna, uma

prisioneira.489

Um século e milhares de quilémetros separam o relato realizado por Hartman e os fatos
publicados pela Secretaria de Seguranca Publica da Bahia, mas ha uma similitude em como os
numeros funcionam em conjunto com os dados biométricos para despersonalizar aqueles
capturados por essa estrutura. Essa transformagdo do corpo em numeros, mediados pelas

biométricas e revalidados pela narrativa oficial do Estado se encaixa na racionalidade

488 MBEMBE, Achille, 2017, p. 13-14
489 HARTMAN, 2019, p. 264. Tradugéo nossa.
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neoliberal. Isso ganha contornos ainda mais emblematicos quando lembramos da vigilancia
racializadora por biometrias na pratica escravagista de marca¢do em brasa, conforme nos
explica Simone Browne: “(...) o ferro em brasa no transatlantico de escravos foi uma tecnologia
biométrica, sendo que foi um medida escravagista de realizacdo, marcacdo e marketing do

sujeito negro como comodities.”*%

No cenario de marketing das agéncias policiais, destaca-se a forma como foi noticiado
pela SSP/BA a prisdo da primeira mulher com base no sistema, realizada em 13 de Julho de
2019.%! Noticiada no dia seguinte a captura, a noticia tem como titulo “Reconhecimento Facial
flagra primeira criminosa foragida em SSA” e destaca em seu texto “A tecnologia moderna de
Reconhecimento Facial, pioneira na Bahia, flagrou, na noite de sabado (13), a primeira mulher
em Salvador foragida da Justi¢a.” Ha um tratamento da situagdo como uma conquista da
tecnologia, inclusive descrevendo a prisdio como “moderna” e “pioneira”, destacando

novamente o processo de rebranding do trabalho policial.

Considerando o caso em tela, cabe apontar que sistemas de reconhecimento facial, como
explicam Buolamwini*®?, sdo denunciados pelos seus vieses raciais em combinagdo com vieses
de género, levando a violagbes mais constantes para mulheres ndo-brancas, em especial,
mulheres negras. No entanto, no uso do reconhecimento facial e na sua divulgacdo, ha uma
visdo da sua capacidade de captura de mulheres como elemento positivo, desconsiderando-se

as dimensdes discriminatdrias inscritas na tecnologia.

Ha no uso do reconhecimento facial na Bahia, ecos dessa transformacéo do sujeito negro
em mercadoria, pelo modo como sua captura e seu corpo transformado em dados para biometria
se configura em um objeto para propaganda da efetividade tecnoldgica. Mas esse processo
acontece em conjunto com a reafirmacéo da rotulacéo criminal e manutencdo do sistema penal
e o terror cotidiano ao qual o corpo negro também calibrador. Criminalizacdo e mercantilizagédo
funcionam em conjunto na utilizacdo do reconhecimento facial e na forma como discursos do
Estado o validam para a sociedade, especialmente pelo apelo a producdo em escala de prisoes.

O além-vida da escravatura descrito por Saidiya Hartman*®® apresenta-se aqui em uma verso

4%0 BROWNE, 2015, p. 91. Traducdo nossa.

491 BAHIA, Secretaria de Seguranca Publica. Reconhecimento facial flagra assaltante disfarcado de
ambulante. Secretaria de Seguranga Pulblica, Noticias, 27 Julho 2019. Disponivel em:<
http://www.ssp.ba.gov.br/2019/07/6106/Reconhecimento-Facial-flagra-assaltante-disfarcado-de-
ambulante.html> Acesso em: 05 Novembro 2020
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48 HARTMAN, Saidiya. Scenes of Subjection: Terror, Slavery, and Self-Making in Nineteenth-Century America.
Oxford University Press, Nova York e Oxford, 1997.
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atualizada em biometrias digitais e racionalidade neoliberal, materializando um terror racial

atualizado.

Diante das problematicas do reconhecimento facial na Bahia, é esperado que haja reacédo
institucional. No entanto, a imobilidade do Ministério Publico e da Defensoria Publica no
estado fica cada vez mais evidente, restando que ap06s 3 anos de utilizacéo, projetos legislativos
sejam realizados na dimensdo local para questionar a tecnologia. No contexto da campanha
“#SaiDaMinhaCara”, a Bahia foi um dos estados que recebeu proposicGes de projetos de lei
para restricdo do uso de tecnologia de reconhecimento facial pela Administracdo Publica. Em
2022, foram propostos o projeto de lei estadual pelo deputado Hilton Coelho (Partido
Socialismo e Liberdade) para Assembleia Legislativa da Bahia (ALBA) e pela vereadora Laina
Pretas — da mandata coletiva Pretas por Salvador - (Partido Socialismo e Liberdade) no ambito
da Camara Municipal de Salvador. Fagamos uma breve analise sobre os projetos de lei e como

eles enfrentam a questdo do reconhecimento facial.

O Projeto de Lei Estadual n. 24579/20224%* comeca por estabelecer a definicdo de
reconhecimento facial, tecnologia de reconhecimento facial e de controlador em seu artigo 24%°.
Evidencia a preocupacdo com o potencial de catalogagéo da tecnologia quando a redagdo do
projeto caracteriza a tecnologia a partir de sua capacidade de ‘“identificar, verificar ou
categorizar” 0s individuos. Definir o reconhecimento a partir de seu poder de catalogacdo
auxilia chamar atencdo para as possibilidades do seu duplo poder de criminalizagdo/racializagédo

através do videomonitoramento.

Seguidamente, o projeto de lei define as vedagfes e mostra a identificacdo com a

proposta de banimento da tecnologia:

Art. 3° Fica vedado, nos termos desta Lei, ao Poder Publico no Estado da Bahia:

I. Obter, adquirir, reter, vender, possuir, receber, solicitar, acessar, desenvolver,
aprimorar ou utilizar tecnologias de reconhecimento facial ou informacdes derivadas
de uma tecnologia de reconhecimento facial;

Il. Celebrar contrato com terceiro com a finalidade ou objetivo de obter, adquirir,
reter, vender, possuir, receber, solicitar, acessar, desenvolver, aprimorar ou utilizar
tecnologias de reconhecimento facial, informacdes derivadas de uma tecnologia de
reconhecimento facial ou manter acesso a tecnologia de reconhecimento facial;

494 BAHIA, Assembleia Legislativa da. Projeto de Lei n. 24578/2022, de 21 de Junho de 2022. Disponivel em:<
https://www.al.ba.gov.br/atividade-legislativa-nova/proposicao/PL .-24579-2022> Acesso em: 19 Novembro de
2022.

4% Art. 2° Para os fins desta Lei, considera-se: I. Reconhecimento facial: processamento automatizado ou semi-
automatizado de imagens que contenham faces de individuos, com o objetivo de identificar, verificar ou
categorizar esses individuos; Il. Tecnologia de reconhecimento facial: qualquer programa de computador que
realiza o reconhecimento facial; 111. Controlador: pessoa natural ou juridica, de direito publico ou privado, a quem
competem as decisdes referentes ao tratamento de dados pessoais, conforme disposto na Lei Federal n°® 13.709, de
14 de agosto de 2018 (Lei Geral de Protecdo de Dados Pessoais — LGPD);



https://www.al.ba.gov.br/atividade-legislativa-nova/proposicao/PL.-24579-2022
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V. Celebrar contrato com terceiro que o auxilie no desenvolvimento, melhoria ou
expansdo das capacidades da tecnologia de reconhecimento facial ou fornega ao
terceiro acesso a informacdes que o auxiliem a fazer isso;

IV. Instruir pessoa juridica de direito pablico ou privado a adquirir ou usar tecnologias
de reconhecimento facial em seu nome;

V. Permitir que pessoa juridica de direito pablico ou privado use tecnologias de
reconhecimento facial em areas urbanas, rurais ou mistas de sua circunscricao;

VI. Implantar ou operacionalizar tecnologias de reconhecimento facial nos espagos
publicos e privados do Estado da Bahia;

Com essas cinco vedacdes, 0 projeto de lei estadual impede qualquer possibilidade de
uso de sistemas de reconhecimento facial no &mbito da Poder Publico Estadual na Bahia. Fica
aqui ndo so visualizado o banimento do uso para fins de seguranca publica, mas também para
as demais areas de atuacdo do Estado. Mas destaca-se aqui ndo s6 0 uso, mas sim a aquisi¢éo,
avenda, o apoio para aprimoramento, ou seja qualquer forma de atravessamento entre o Estado
e a tecnologia de reconhecimento facial. Inclusive, podemos de dizer que a intersecdo entre
setor privado e setor publico que fermentou o aparecimento da biometria facial, é estrangulada
pela impossibilidade de apoio ou parcerias entre Estado e terceiros. Também fica vedada o
Estado permitir que pessoa juridica de direito privado utilize reconhecimento facial em areas

de circunscricdo, apontando para restricdes no uso privado do reconhecimento facial.

Esse foco em restringir a permeabilidade entre o publico e o privado também aparece
nos paragrafos seguintes, no qual o dispositivo prever que a vedacdo e aplica “(...) ao Poder
Publico do Estado da Bahia, em sua administracdo direta e indireta, bem como as
concessionarias ¢ permissionarias de servigos publicos.” Para todas as vedagdes indicadas,
estipula-se sancdo para o descumprimento em forma de multa no valor de R$ 100.000,00 (cem
mil reais) que seria aplicada na pessoa do agente, sem prejuizo de outras penalidades, seria

revertido para o Fundo Estadual de Assisténcia Social (FEAS).

O dispositivo também prever em seu artigo 4 que tomado ciéncia da aquisi¢do/uso
inadvertido ou ndo intencional da tecnologia ou de informacdes derivadas a essa, tais devem
ser excluidas em até 10 dias da descoberta, indicando preocupagdo com o armazenamento de

informagdes sensiveis como séo dados de um sistema de reconhecimento facial.

Ha também a previsdo de que a regulamentacdo da lei deve ser realizada em 120 dias
da data de sua publicacdo. Aqui ha uma interessante observacdo, com a necessidade de
realizacdo de consulta e audiéncia publica, oitivas de conselhos estaduais da Secretaria da

Justica, Direitos Humanos e Desenvolvimento Social. H4 uma maior preocupacdo de realizar o



211

debate publico e a participacdo de diferentes atores do que ocorreu durante a implantacdo e
expanséo do sistema, o que expde a opacidade da tecnologia.

A justificativa do projeto alerta para a ineficacia de sistemas de reconhecimento facial,
sua inadequacdo e onerosidade para o erario publico tendo em vista como esses instrumentos
ndo atendem as finalidades anunciadas. Aponta-se para desproporcionalidade entre 0s gastos
dessa nova tecnologia enquanto outras areas como saude, educacdo, saneamento baésico,
emprego, entre outras essenciais para promoc¢do de uma vida digna ndo séo atendidas. De certa
forma, podemos dizer que o projeto de lei aponta como essa escolha na tecnologia reafirma o
modo como a seguranca publica € resumida a caso de policia, enquanto outras condi¢des

essenciais para se ter uma vida plena sdo sabotadas.

As violagdes a direitos fundamentais, como privacidade — especialmente de criancas e
adolescentes — é destacada no projeto, assim como direitos como reunido, liberdade e a protecéo
de dados, conforme esperado tendo em vista o tema abordado. Apesar de nenhum momento
mencionado no dispositivo legal, os vieses raciais e de género aparecem na justificativa como
uma das maiores preocupagOes, apontando para problemas que descrevemos durante essa
dissertagdo, como os dados de treinamento que ensinam algoritmos. Compreendemos que
talvez falte no projeto uma atencdo para agqueles que ja foram atingidos pelo reconhecimento
facial em operacdo na Bahia sob a forma de criacdo de mecanismos que verifique violacdes de

direitos geradas pelo uso da tecnologia em periodo anterior ao dispositivo.

Em grande medida, o Projeto de Lei n. 213/2022°¢ na Camara Municipal de Salvador,
de autoria da vereadora Laina Criséstomo — da mandata Pretas Por Salvador — reafirma as
previsdes do projeto estadual, tendo em vista que ambos fazem parte de uma articulacéo
nacional para restricdo do uso da tecnologia. Mas existe duas particularidades que merecem

nossa mengéao.

No seu artigo 8, prevé a multa no valor de 10 salarios minimos vigentes a ser aplicadas
na pessoa do agente que violou as vedagdes previstas. Esse valor deve ser revertido a Secretaria
de Reparacdo (SEMUR), uma instancia da Prefeitura Municipal de Salvador que quem como

funcdo articular com organizagfes governamentais e nao-governamentais politicas publicas

4% CAMARA MUNCIPAL DE SALVADOR. Projeto de Lei n. 213/2022, de 04 de Julho 2022. Autoria de Laina
Cris6stomo (PSOL). Disponivel em:< http://177.21.11.131:8888/LEG/Upload/e-
legislativo/PLE2132022/B044A3DB-9F46-4C94-9103-C9CO1E7A450E.PDF> Acesso em: 18 Novembro 2022



http://177.21.11.131:8888/LEG/Upload/e-legislativo/PLE2132022/B044A3DB-9F46-4C94-9103-C9C01E7A450E.PDF
http://177.21.11.131:8888/LEG/Upload/e-legislativo/PLE2132022/B044A3DB-9F46-4C94-9103-C9C01E7A450E.PDF
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para equidade social, incluséo social de afrodescendentes e valorizagdo da diversidade. Nesse
sentido, a SEMUR tem finalidade institucional:

Formular e implementar politicas publicas municipais de reparacéo voltadas para a
promocao da equidade, da protegdo e defesa dos direitos de raca e de lésbicas, gays,
bissexuais, travestis e transexuais (LGBT), bem como de planejar, coordenar e
executar acGes afirmativas, objetivando o combate a discriminagdo quanto a raca,
orientacdo sexual e identidade de género.**

Refletimos durante todo esse trabalho como o reconhecimento facial atinge a populagéo
negra, especialmente quando associado ao sistema penal. Com essa previsdo, o Projeto de Lei
Municipal indica uma preocupacao que uma instancia governamental com foco em reparacgdes
e politica de equidade recebem valores decorrentes de multas ocasionadas pelo uso do
reconhecimento facial. Ha aqui uma relacdo direta de uso de uma tecnologia que tende afetar
pessoas negras, especialmente mulheres, sera sancionado e o valor multado sera utilizado em
politicas de melhorias de condicdo de vida e inclusdo social para a populacdo afetada pela

biometria facial.

Outra particularidade € como o artigo 9, que trata da regulamentacdo da lei apds a sua
publicacéo, prever que tal processo deve ser precedido de consulta e audiéncias publicas, mas
destacava previsdo da oitiva do Conselho Municipal das Comunidades Negras “*8, 6rgdo
consultivo, deliberativo e normativo para promocao de politicas publicas de igualdade racial.
Assim como no projeto estadual, percebe-se uma preocupacdo com a maior participacao
popular, mas o projeto municipal aponta para necessidade participacdo politica negra na

discussdes sobre o uso do reconhecimento facial, mas também seu banimento.

Os projetos de lei aqui apresentados expressam um movimento questionador do uso da
tecnologia agora na Bahia, interrompendo a linha do tempo que dava seu uso como fato
consumado da arquitetura de vigilancia. Objetivam a negacdo total do uso da tecnologia,

expressando a complexidade de violéncias que sdo perpetuadas pela biometria facial e como

497 PREFEITURA DE SALVADOR. Institucional da Secretaria de Reparacdo. Secretaria da Reparacdo, Quem
Somos. Disponivel em:< http://wwwv.reparacao.salvador.ba.gov.br/index.php/quem-somos/institucional> Acesso
em: 18 Novembro 2022

4% <O Conselho Municipal das Comunidades Negras (CMCN) da cidade do Salvador, instituido pelo Decreto n°
15.330, de 18 de novembro de 2004, conforme autorizacdo constante na Lei n® 4.008, de 19 de julho de 1989, é
6rgdo colegiado, de caréater consultivo, deliberativo e normativo, vinculado & Secretaria Municipal da Reparacéao
e tem por finalidade deliberar sobre politicas pablicas de promocéo da igualdade racial, promover a igualdade de
oportunidades e propor medidas de natureza compensatdria, inclusive através de agdes afirmativas.” In:
SALVADOR, Prefeitura de. CMCN. Secretaria da Reparacéo. Disponivel em:<
http://www.reparacao.salvador.ba.gov.br/index.php/cmcn> Acesso em: 21 Novembro 2022
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essas devem ser interrompidas. Abrem espago para a quebra da opacidade que caracteriza o uso
das novas tecnologias de vigilancia, possibilitando que as probleméticas exploradas durante
esse trabalham sejam mostrados na materialidade. Podem ser parte de uma movimentacdo na

trincheira de lutas contra o terror racial manifestado através dessa hiométrica.
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CONSIDERACOES FINAIS

A inquietacdo diante do fenbmeno do sistema de reconhecimento facial da Bahia
germinou a producéo desse trabalho. Agora que fechamos esse ciclo de pesquisa, podemaos dizer
que essa inquietacdo ndo se apaga. Ao contrario, ela ganha mais combustivel diante dos achados
encontrados e as reflexdes articuladas. N&o apenas pelo que passamos a compreender sobre o
reconhecimento facial, mas também pelo fato de que estamos engajados com algo em
movimento, que Se expressa com a captura de pessoas sendo realizadas diariamente e a
expansdo da tecnologia diante de nossos olhos. A realidade dindmica e mutavel do fenémeno é
exatamente a razdo de termos a tarefa politica e académica de expor nossas consideragdes sobre
o sistema de reconhecimento facial, de forma a contribuir com o entendimento sobre essa

problematica atual.

Argumentamos que existe um padréo historico de vigilancia no Brasil — e no Atlantico
Negro - que acompanha a arquitetura punitiva do pais da escravatura ao Estado Democréatico
de Direito. Esse padrdo tem como principal objetivo a manutencdo das hierarquias raciais,
estabelecendo fronteiras entre aqueles considerados cidaddos e aqueles que a habitam uma zona
de ndo-humanidade e ndo-cidadania, a zona do ndo-ser. Essa construcdo dependerd da
interdicdo fisica e da vigilancia inescapavel que transformou o navio negreiro em um paradigma
de vigilancia mais completo para Modernidade do que o pandptico. Vigilancia sob ética racial
é um conjunto de atos, praticas de manter o cativeiro existente criado nos pordes dos navios
negreiros e nas senzalas, o que denominamos de terror racial a partir das elucidagdes de Saidiya

Hartman.

Esse padrédo funciona através do que Simone Browne denomina vigilancia racializadora,
no qual o processo de racializaco é realizado através de técnicas e artefatos de monitoramento
que auxiliam na produgdo do significante “negro” e sua constri¢do no espago de negacdo da
vida e da cidadania. Nesse processo, as biométricas tém um papel fundamental por definirem
sua funcionalidade na imposicdo de significados a identidade de um sujeito através de
elementos corporais. Biométricas a servico de uma arquitetura de vigilancia racializadora
promovem processos de epidermizacdo, no modo como impGe & pele negra o significado
“negro” e permitem a branquitude a definir o lugar de seu interesse para as pessoas negras.
Primeiro como escravo que acompanha o uso do ferro em brasa, dos folhetos de fugitivos e

outras técnicas de monitoramento de imposi¢éo da senzala no corpo. No pos-abolicéo, o Estado
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manteve seu terror através da criminalizag&o, implicando a negritude como fato criminogéno e

levando essa populacéo e seus territdrios a serem alvos principais das agencias penais.

A histéria do sistema penal brasileiro é atravessada pela historia do uso de tecnologias
de vigilancia, destacando as biométricas. Antropometrias e antropologia criminal serdo facetas
da vigilancia racializadora nos processos de criminalizacdo do negro através da sua
corporeidade. A fotografia, por exemplo, dard& uma dimensdo imageética ao processo de
rotulacdo criminal. Novas tecnologias como tornozeleiras eletrénicas se conectaram a métodos
antigos de tortura e controle territorial atualizando o complexo biométrico de vigilancia
racializada. E nesse contexto que o reconhecimento facial aparece, ndo como uma novidade,
mas como mais uma técnica que se conecta a um complexo biométrico de vigilancia

racializadora, especialmente utilizando as redes de videomonitoramento em avango no pais.

O reconhecimento facial tem sido utilizado em ampla escala no Brasil nos ultimos cinco
anos, sendo aplicado em diversas areas como educacao, previdéncia social, transporte e, claro,
seguranca publica. Nessa ultima area, aponta-se um processo de expansao acelerada do uso,
apesar das denlncias por riscos a protecdo de dados, privacidade, direitos humanos e
especialmente a ndo- discriminacdo. A Bahia se destacou em langar um sistema ainda em
dezembro de 2018 e rapidamente promover sua expansdo, chegando ha mais 400 prisdes em
agosto de 2022, sendo definido como verdadeiro laboratério de novas tecnologias a servico da
policia. Vemos, dessa maneira, como o reconhecimento facial estad se tornando um dado

consumado da arquitetura de repressdo penal no Brasil.

H& particularidades sobre essa tecnologia que apontamos durante o trabalho. A
biometria facial e outras tecnologias s&o muitas vezes vendidas segundo o discurso da
neutralidade tecnologia que toma forma no campo de seguranca publica através do paradigma
do policiamento algoritmico no qual neutralidade e eficiéncia supostamente justificariam o seu
uso em contraposicdo a brutalidade policial. Ora, esse discurso é falho pois ndo aborda os vieses
raciais, de género e outros marcadores que atravessam tecnologias biométricas e algoritmicas.
Além disso, omite a forma como a conexao entre um sistema tecnologico e um sistema social

conecta suas problematicas internas.

No que diz respeito ao uso do reconhecimento facial em agencias policiais-penais, esses
vieses significam prisdes injustas causadas por falhas técnicas do sistema. Pessoas negras
tendem a serem desproporcionalmente atingidas pelos falsos-positivos que levam a pris6es

erradas devido a problemas de representatividade em dados de treinamento. Mas devemos ir
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além e apontar, no sentido de Ruha Benjamin, de que esses erros nao sdo o problema em si,
mas a evidéncia superficial de uma profunda funcionalidade racista nascida do racismo
orientando pelo trabalho de criacdo dessas tecnologias. No encontro entre reconhecimento
facial e o sistema penal, assistimos a conexao entre modos distintos de estruturacdo de
funcionalidades pelo racismo, de um lado a promocao de injusticas algoritmicas por vieses
raciais enquanto por outro o terror racial como prética e discurso caracteristica das agenciais

penais brasileiras.

Assim, devemos ter cuidado ao limitarmos nossa analise sobre o reconhecimento facial
a narrativas de prisdes injustas, pois recaimos no préprio discurso juridico-penal que categoriza
populagdes entre “inocentes” e “culpados” e a solu¢ao se torna a corre¢ao da biometria auxiliar
para que ela pare de errar nessa categorizacdo. Fato € que o reconhecimento facial permite o
sequestro dos alvos do sistema penal — pessoas negras sendo essa clientela preferencial - e ao
expandir a capacidade das agenciais policiais de chegarem a seus alvos, esta sendo expandido
o terror racial. Abordagens policiais como praticas de violéncia e abuso por agentes e o carcere
sdo resultados do uso do reconhecimento facil, expondo o terror racial e a vigilancia
racializadora ao revalidar esses espacos-tempos de ndo-cidadania imposta a populagcdo negra.
O falso-positivo relatado no decurso desse trabalho, ilustra essa probleméatica no modo como
os policiais realizaram uma abordagem violenta, apontaram armas, colocando a possibilidade

de morte prematura como uma realidade a um passo de acontecer.

O terror racial ndo € sé promovido pelo reconhecimento facial mas atualizado com
novas tecnologias digitais e algoritmicas. Podemos ver isso na Bahia com a utilizagdo do Banco
Nacional de Mandados de Prisdo do CNJ. Com essas informacdes, o sistema baiano forma um
banco de dados que é operado para imputar rétulos criminais a pessoas identificadas. Em grande
medida, bancos como esse sdo verdadeiros espacos carcerarios digitais que marcam em um
ferro em brasa algoritmico a marca da criminalidade, projetando para o futuro uma justificativa
permanente do sequestro. Trata-se de uma atualizagdo dos folhetos de foragidos, agora em
grande quantidade, computadorizados e conectados a olhos digitais localizados em cada vez
mais cantos de Salvador e do interior da Bahia. Bancos informacdes, algoritmos de viséo
computacional e redes videomonitoramento. Com eles, atualiza-se e potencializa-se a
capacidade do Estado de levar o carcere, esse espaco destinado e calibrado para a corporeidade
negra, para todo o territorio monitorado por cameras que tem a funcionalidade de selecionarem

conforme os padrdes de predeterminacdo da clientela do sistema penal.
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Essa selecdo conforme o repertorio historico do sistema penal brasileiro € exposta na
nossa andlise das capturas realizadas no ambito da sistema de reconhecimento facial da Bahia:
a) a semelhanca entre numero de capturas segundo o critério de género; b) a predominancia de
crimes patrimoniais (roubo e furto) como circunstancia motivadora mais presente nas capturas,
expressando o carater patrimonialista do sistema penal brasileiro associado ao modo de
producdo capitalista; c) o alto niUmero de capturas motivadas por crimes da Lei de Drogas,
expressando como essa politica criminal é reafirmada pelo sistema de reconhecimento facial;
d) semelhanca entre do padrdo de prisbes segundo circunstancia motivadora com

reconhecimento facial com o padréo do sistema carcerario.

Ao refletir sobre o sistema baiano, também apontamos como ele é atravessado por
discursos de eficiéncia e modernizacdo que estdo presentes nas falas de autoridades baianas,
assim como nas politicas publicas projetadas na leitura do PLANESP. Esse discurso incorre
uma operagao de associar produtividade carceraria com a “melhoria de sensagdo de seguranga”,
baseado na logica que essa ferramenta estd sendo utilizada para retirar os “maus cidadaos” das
ruas. Com Felipe Freitas, observamos como essa compreensdo parte do modo como
racionalidade neoliberal define politicas de seguranga publica como “problema de policia” e
dessa forma deve se administrar essa pasta com base em um carater maniqueista de utilizacao
do cércere para 0 maximo de capturas. E uma légica mercadoldgica na qual prender mais

representa um saldo positivo para 0s 6rgaos responsaveis.

A relacéo entre neoliberalismo e reconhecimento facial foi um ponto destacado no nosso
trabalho. O reconhecimento facial € uma tecnologia compativel com a tarefa de gerenciamento
dos fluxos massificados de pessoas que define o capitalismo na sua fase neoliberal. Para um
sistema que precisa controlar e rastrear quem € Util e produtivo para circulagdo de mercadorias
e capitais, mas simultaneamente gerenciais grandes massas, a biometria facial abre uma grande
possibilidade. Por sua capacidade de identificar e verificar pessoas pelo rosto, um dado de féacil
captacdo, armazenamento e identificacdo, o reconhecimento facial € perfeito para realizar a
vigilancia segundo a individualizagdo em massa. A servigo das policia no contexto neoliberal,
0 reconhecimento facial funciona para rastrear aqueles definidos pela estrutura econémica
como descartaveis e relegados ao carcere, um funcionamento que ndo esta desconectado da
questdo racial tendo em vista que a descartabilidade esta profundamente conectada a

interconexdo entre racismo e capitalismo.

Também apontamos como desse ponto de vista, a flexibilizacao neoliberal das fronteiras

entre o setor publico e o privado deu condi¢bes para o desenvolvimento da tecnologia.
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Atualmente, essa l6gica continua com empresas de tecnologia e agéncias estatais entrando em
parcerias para aquisicdo de software de reconhecimento facial. Em relagio ao sistema baiano,
tanto o processo de aquisi¢do — através de um aditivo contratual que reduziu tramites legais e
obstruiu participacdo popular - quanto o processo de expansdo — contrata¢do para prestacdo de
servigos em valores superiores a 500 milhdes de reais — expde como o setor privado adentra nas

politicas publicas para promocao do reconhecimento facial.

O reconhecimento facial também expressa como a propria tecnologia de vigilancia se
torna uma atividade comercial. Dentro da l6gica do capitalismo de vigilancia, sistemas de
reconhecimento facial s6 existem diante da comercializagdo e fluxos de dados que sdo
utilizados para seu design e treinamento. A vigilancia é um servico-mercadoria produzido,
propagandeado e vendido em todo o0 mundo, o que significa que aqueles que séo vigiados com
base na ferramenta também sdo parte dessa légica comercial. Compreendemos assim que 0 uso
policial do reconhecimento facial expressa transfiguracéo de capturas realizadas como parte de
uma atividade comercial, especialmente tendo em vista o0 objetivo ser a produtividade

carceraria.

Nesse sentido, registramos como as publicacfes de noticias das prisbes pela SSP
expressam a logica de abracar cada prisao e seu acimulo como uma conquista da tecnologia.
Produtividade carceraria se torna um elemento a ser comercializado e situacdes como o da
primeira mulher capturada pelo sistema expressa essa l0gica. Essa operacdo mercadoria ecoa o
além-vida da escravatura e a vigilancia racializadora, no modo como captura de pessoas pela
identificacdo biométrica no contexto de um sistema penal racista, que transforma esses corpos
em elementos mercadoldgicos. Ndo podemos esquecer que 0 navio negreiro era a0 mesmo
tempo fébrica e prisdo em alto mar e como prototipico da vigilancia na Modernidade,

encontramos ecos da sua estrutura aqui.

Por outro lado, ndo podemaos deixar de colocar que o reconhecimento facial é fendbmeno
em movimento pelo fato que existe uma articulacdo politica questionando sua existéncia, a
exemplo de proibic¢des por cidades nos Estados Unidos, decisdes judiciais no Reino Unido e
questionamento na Nagdes Unidas na Comissdo de Direitos Humanos. No ano de 2022, ficou
expresso 0 questionamento no Brasil através articulagdes como a campanha “Tire Sua Mira do
Meu Rosto” para o banimento de tecnologia e 0 engajamento de parlamentares de todo o pais
para protocolo de projetos lei proibitivos pela iniciativa “#SaiDaMinhaCara” que resultou em

50 projetos em estados e municipios.
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N&o ha diavida para n6s que o banimento do uso policial do reconhecimento facial no
Brasil é uma urgéncias diante das violéncias e violagdes juridicas geradas. Além disso, é
necessario que enquanto a proibicdo ndo aconteca, haja maior transparéncia no uso da
ferramenta para permitir o escrutinio pela Sociedade Civil e para que atores institucionais
possam averiguar possiveis violagBes juridicas. Também fica exposto como atores
institucionais como o Ministério Publico e a Defensoria Publica devem atuar para analisar e
tomar providencias no que diz respeito a iniciativas de reconhecimento facial como a da Bahia,
cumprindo suas incumbéncias constitucionais. A ANPD, como autarquia com funcéo de zelar,
implementar e fiscalizar a LGPD em territério nacional também tem a oportunidade e a
capacidade de realizar recomendacOes e fazer exigéncias em casos como o da Bahia. Uma
resposta institucional as violéncias algoritmicas geradas por essa ferramenta pode levar a

mitigacdo dos efeitos nocivos da tecnologia ou até mesmo sua restricdo completa.

No ambito dessas possibilidades institucionais, novamente ressaltamos a iniciativa do
Projeto de Lei Municipal 213/2022 em Salvador que prevé formas de participacdo das
comunidades negras no processo de regulamentacdo da vedacdo ao uso da ferramenta, assim
como prevé que valores decorrentes de sancdes pelo uso indevido da tecnologia sejam
revertidos para politicas que atendam as necessidades da populacao negra. A transformagéo do
campo de discussdo sobre reconhecimento facial e seu banimento em mecanismo de promocéo
de politicas de igualdade racial € uma inversdo da logica do terror racial que deve ser apoiada

e multiplicada.
Mas precisamos ir além...

Expormos que o reconhecimento faz parte de um padréo histérico de utilizacdo de
tecnologias, biométricas ou de outra natureza, para um sistema penal constituido a partir da
brutalizacdo de corpos negros e que tem como destinatario final esses mesmos alvos.
Biométricas tiveram um papel ativo na constru¢do do “negro” como um corpo passivel de
inscricdo dos desejos e interesses econdmicos da branquitude — essa também construida na
negacdo da subjetividade autbnoma desse Outro racial. Décadas e séculos transcorreram,
atualizages foram realizadas e o terror racial inscreveu na categoria “crime” o seu modo de
funcionamento. O reconhecimento facial se inscreve em um conjunto de técnicas auxiliam

arquiteturas carcerarias de manter as hierarquias e espoliacdo baseadas no signo da raca.

O banimento do uso do reconhecimento € uma urgéncia diante da expansdo da

capacidade estatal de projetar violéncia a comunidades negras, além a uma série de direitos
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fundamentais como privacidade, liberdades individuais, a protecdo de dados, entre outros.. Para
fundamentar essa escolha politica, € imperativo refletir o reconhecimento facial orientado por
uma critica ao sistema penal e suas préaticas de vigilancia sob a 6tica do terror racial que foi
apresentada durante essa dissertacao. Nosso objetivo em dar sobrepeso tedrico-argumentativo
no modo como a tecnologia é inserida pelos operadores e detentores do poder social foi expor
que essa solucdo biométrica ndo pode ter seus riscos e violagdes percebidos isoladamente da
arquitetura punitiva. E necessario entender sua intima conexdo com esse sistema que é
produzido mas também reproduz as hierarquias e fronteiras raciais, tendo um papel de atualizar

a estruturas para novos tempos.

Imprescindivel é a radicalidade ao engajar criticamente com o reconhecimento facial,
ou seja, expressar a raiz do problema desta biométrica adentrar o aparato policial-penal, ou seja,
0 modo como ela esta acoplado ao terror racial. O banimento da tecnologia deve ser
compreendido ndo como uma luta em que a proibigdo é o horizonte mas sim como parte de uma
plataforma maior que questiona o0s aparatos carcerarios e policiais como meios de resolucao
dos problemas e conflitos sociais. Reconhecido o reconhecimento facial como parte de uma
problematica maior, o questionamento desse artefato devera ser baseado no esforco coletivo de
alternativas politicas ndo limitadas a mitigar o aparato repressivo mas sim na construcdo de um

horizonte no qual sua existéncia € um passado obsoleto.
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SEI/RJ 28235280 - Despacho de Analise de Pesquisa de Precos. 03 de Fevereiro de 2022.

2011122, 400 PM ‘SEVERJ - 28236260 - Despacho de Andlise da Pesquisa de Precos

Gaverno do Estado do Rin de Junciro
Seeretaria de Estado de Pol

Militar

Diretoria de Licitagies ¢ Projetos

Ref.: processo SEI-350486/002317/2021,

Trata-se de Processo Administrativo cujo objeto ¢ a CONTRATACAO DE EMPRESA
ESPECIALIZADA PARA A IMPLANTACAO DO PROJETO DE VIDEOMONITORAMENTO em
vias piblicas, consistente em 22 (vinte ¢ duas) cimeras, no entorne da favela do Jacarezinho, por prazo

com instalagdo e fornecimento de para atender as necessidades da
Secretaria de Estado de Pol

ia Militar - SEPM.

A contratagio serd realizada por meio de DISPENSA DE LICITACAO EMERGENCIAL,
conforme exarado no termo de Referéncia (anexo 27440320) de acordo com Art. 24, Inc. IV da Lei 8.666 a
fim de atender as necessidades da Secretaria de Estado de Policia Militar, “Art. 24, E dispensivel a licitagiio:

“Art. 24, E dispensivel a lieitagio: IV = nos cawos emergencial ow calamidade priblica, quando
caracterizada urgéncia de atendimento de sinuacio que possa ocasionar prejuizo ou comprometer
seguranga de pessoas, obras, servicos, equipamentos ¢ outros bens, piblicos ow pariiculares, samente
para o5 bens necessdrios ao atendimento da sitwagdo energoncial o calamitosa ¢ para as parcelas de
obras ¢ servigos gue possa seér concluidos no prazo mixing de 180cento ¢ oilenlajdias consecutivos ¢
ininierrupios, coniadoy du ocorréacia da emergéncia ov calamidade. vedada a prorrogacio dos
respectivoy contratos;

PESQUISA DE MERCADO:

Tendo em vista a urgéncia que o caso requet, tratando-se de uma Dispensa de Licitagio por
emergéneia, este pesquisador consigna que realizou a pesquisa de mercado focado, principalmente, na
abtengia de propostas de empresas e fomecedores que atuam no ramo do objeto em fela, solicitando cotagoes
via e contatos telefo (anexo e=mail's 28197368).

Porém, anteriormente a este procedimento, foi providenciada publicagiio no site da Secretaria
de Estado de Policia Militar (anexo 28187294), com o fito de estender o campo de busca de orgamentos ¢
aleangar o maior nimero de fornecedores possiveis.

Ainda nesta toads, em paralelo, foi realizada tentativa de envio de cofagio cletronica no
Sistema Integrado de Gestio de Aquisigdes — SIGA, par as empresas 4 cadastradas (anexo 27975562),

211122, s00 P SEI/ERJ - 28236260 - Dessprach de Anslise da Pesguisa de Pragos

Impende ressaltar que uma empresa. a SEAL TELECOM, indicou a disponibilidade de uma
Ata de Registro de Prego da FUNDACAO UNIVERSIDADE FEDERAL DE SAQ CARLOS, porém, em
andlise da mesma, foi identificado que o objeto desta Ata se refere 4 aquisi¢io de equipamentos, software e
licengas para o sistema de Circuito Fechado de Televlsaa (CFTV), dwe\gmdn do objeto pretendido por esta
SEPM, cujo éa do de servigo de vi por prazo d do (anexo 28202109).

PESQUISA DE MERCADO PARA JUSTIFICATIVA DE PRECO:

Em referéncia as propostas elencadas acima, considerando o Decreto n® 46.642 de 17 de abril
de 2019, que regulamenta a fase preparatoria das contratagdes no dmbito do Poder Executivo do Estado do
Rio de Janciro, em seu Capitulo 1V, aborda as regras que devem ser utilizadas para a estimativa do valor da
contratagdo ¢ ainda em cumprimento ao Art. 26, Parigrafo Unico, Inc. 111, da Lei Federal de L
8.666/93, onde determina instrugio do processo com a justificativa de prego no Ine, I ¢ seguintes do Art. 24,
fioi realizada pesquisa de pregos conforme diligéncias listadas abaixo:

« Consulta a0 site Banco de Pregos (anexo 28202509); foram encontradas 02 (duas) contratagdes

aparentemente para 0 mesmo objeto pretendo por esta Pasta, com menos de 12 (doze) meses, sendo eles:

Gaverno do Estado de Roraima — N Pregdio: 00069/2021 — UASG: 936001 Prefeitura Municipal de Rio

Quente — N Pregio 00001/2021 - UASG: 989965,

Consulia de pregos no Sistema Integrado de Gestio de Aquisigdes — SIGA (anexo 28191175): foram

encontradas 03 (trés) contratagoes para 0 mesmo ID SIGA, porém, todas elas muito antigas, datadas, no

minimo, ha mais de 05 (cinco) anos atrds, nio sendo consideradas, por este Motivo, como parimetro;

Consulta ao site Painel de Prego (anexo 28233225): néo foi encontrado nenhum certame com o objeto

pretendido;

Consulta ao silL do Trihlmd] de Justiga do Estado do Rio de Janeiro — TIRJ (anexo 28235722): nio foi
licitagio com o objeto pretendido;

Consulta ao :nle L mnpmsn:t (anexo 28233234): ndio foi encontrado nenhum certame eom o objeto

pretendido;

Busca por pregos na rede mundial de computadores (anexo 28233247): néio foi possivel encontrar pregos

disponiveis diretamente nos sitios eletranicos das empresas do ramo, tendo em vista que o servigo carece

de orgamento detalhado;

.

.

PESQUISA DE ATA DE REGISTRO DE PRECO - DECRETO ESTADUAL N°
47.588/2021:

Em cumprimento a0 Decreto Estadual n” 47.588/2021, para verificagio de Ata de Registro de
Prego vigente do objeto pretendido, contudo, sem sucesso. Informo que foram acostados aos aulos os anexos [
e Il da referida Resolugdo, Os mesmo seguem, respectivamente, nos documentos 28234089 ¢ 28234168,

PLANILHA COMPRATIVA DE PRECOS:

Concluindo todas as buseas possiveis por fornecedores e pregos, com o intuita de demonstrar

todos os valores encontrados em pesquisa, foi da uma planilha P de pregos (anexo
28236050). Todavia, por oportuno, segue abaixo para simples visualizagio:

entretanto, a atividade relacionada a0 envio de c-mails pelo sistema SIGA encontrusse suspensa ORIGEM VALOR GLOBAL PERIODO
temporariamente para revisdo de ordem téenica,
Resultado - Empresas/Fornecedores do Ramo: EMPRESA GWA SYSTEMS RS 1.358.000.00 (6 meses)
Apds de algumas respostas negativas (anexo 28202406) ¢ alé mesmo a falta de retorno de EMPRESA SUNSET VIGILANCIA RS 2.401 801,17 (6 meses)
contato, foram obtidas, por enquanto, somente 03 (trés) propostas comerciais, as quais, por oportuno, listo
abaixo: EMPRESA GRUPO INTERSEPT RS 900.000.00 (6 meses)
+ EMPRESA GWA SYSTEMS — anexo 28197935; GOVERNO DO ESTADO DE RORAIMA RS 4.400.00 )
+ EMPRESA SUNSET - anexo 28198976; fprael
« EMPRESA INTERSEPT — anexo 28199731, AECETHILRAAMUNETPAL DF XD QUENIE RS 253.942.00 (12 meses)
I Poegio 200 UASG 989995
itgs:fse fazenda.f gov.briselmedulus/pesquisaime_pes_gocuments_consulia_e q8lq_KF4_2 TOKpTO... 13 hilgs: /el fazenda.1).gov brisevmedulos/ pesquisaimd_pest_soeumento_consulta_e ql_KFs_: oTMpTo. . 23
2011122, 400 PM SEVER. - 28236260 - Despacho de Andlise da Pescuisa de Preges

(*)Nao foi possivel localizar o periodo de vigéncia do contrato.

ANALISE DAS PROPOSTAS COMERCIAS E DEMAIS DOCUMENTOS PELO
SETOR TECNICO REQUISITANTE:

Por derradeiro, diante de todo 0 exposto até o momento, em atendimento a0 §5° do Art. 20 do
Decreto Estadual n° 46.642/2019, bem como o Boletim da PMERJ n® 188 de 13/10/2020, se faz necessirio a
andlise ¢ parecer técnico do Setor Requisitante desta Pasta, referente aos servigos ¢ pregos apresentados nas
propostas comerciais, confirmando ou ndo se as mesmas estio com a demandas no
termo de referéncia, e ainda analisar se as contratagdes encontradas na plataforma “Banco de Pregos™ podem
ser utilizadas como parimetro. Com o fito de facilitar o acesso aos documentos supracitados, segue abaixo
seus respectivos link's:

+ EMPRESA GWA SYSTEMS —anexo 28197935,

+ EMPRESA SUNSET —anexo 28198976;

+ EMPRESA INTERSEPT —anexo 28199731;

+ GOVERNO DO ESTADO DE RORAIMA - N° PREGAO: 00069/2021 — ancxo 28202509;

« PREFEITURA MUNICIPAL DE RIO QUENTE - N* PREGAO 00001/2021 — anexo 28202509,

Ante o exposto, encaminho o presente administrativo ao Sr. Chefe da Subsegdo de Compra
Direta para conhy ento, andlise e adogio das medidas decorrentes, sugerindo remessa ao Setor Téenice
Requisitante para andlise e manifestagio.

RENATO ORLANDO DE FARIA MOURA
ID. FUNC. 5081851-1
Rio de Janeiro, 03 de fevereiro de 2022

D to assinado por Renato Farla Moura, Assistent
em 03/02/2022, &s 20:14, conforme hordrio oficial de Brasilia, com fundamento nos art. 212 e 22¢ do
Decreto n¢ 46.730, de 9 de agosto de 2019

hitp//sel fazend: externo.php?
Ba_acesso_externg=6, informando o cdigo verificador 28236260 & o

Referéngia: Procasso n? SE1-350486/002317/2021 Sl 07 28236260
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ANEXO I

Resposta a demanda junto a Ouvidoria da SSP/BA — Manifestacao n. 2639779, Protocolo.
1862.

M Gma" Pedro Diogo <pdiogo2008@gmail.com>

Resposta da sua demanda junto a Ouvidoria do(a) SSP

2 mensagens

Ouvidoria Geral do Estado da Bahia <sgo_cge@ouvidoria ba.gov br= 5 de julho de 2022 11:52
Para: pdiogo2008@gmail.com

NAQ RESPONDA ESTE E-MAIL. SUARESPOSTANAQ SERARECEBIDA

Senhor Pedro,
A Ouvidoria Geral de Policia’SSP retoma na sua manifestacac no 2639779, protocolada nesta Ouvidoria sob o no 1862 para encaminhar, abaixo, infermacoes presiadas pela Assessoria Tecnica - SSPIGAB/SGTO/ASTEC, acerca de sua demanda:

"a) Quantas cameras com funcao de reconhecimento facial estao conectadas ao sistema e afivas para realizacao de menitoramento?

Resposta: A Secretaria da Seguranca Publica da Bahia esta na fase de implantacao do Projeto Video Policia Expansao e, ate o presente momenio, possui 375 cameras instaladas com a tecnologia de reconhecimento facial no ambito do Estado da Bahia.

b) Em que locais do municipio as cameras estao localizadas no momento?

Resposta: As cameras de reconhecimento facial estao instaladas em Salvador, Itaparica, Vera Cruz, Candeias, Madre de Deus, Sao Francisco do Conde, Sao Sebastiao do Passe, Camacari, Simoes Filho, Dias D'Avila, Lauro de Freitas, Mata de Sao Joao,
Alagoinhas, Barreiras, Luis Eduardo Magalhaes, Brumado, Pojuca, Feira de Santana, Guanambi, Ibotirama, Seabra, Irece, taberaba, ltabuna, Ilheus, Jequie, Juazeiro, Paulo Afonse, Eunapelis, Porto Seguro, Bom Jesus da Lapa, Santo Antonio de Jesus,
Senhor do Bonfim, Jacobina, Itamaraju, Teixeira de Freitas, Valenca e Vitonia da Conquista
¢) Qual e o software ufilizado pela Secretaria de Seguranca Publica do Estado da Bahia?

Resposta: A SSP utiliza a solucao integrada IVS3800 do fabricante Huawei

d) Qual e a taxa de comespondencia no processo de reconhecimento facial utilizado pela SSP para ser considerado um "match™?

Resposta: A ferramenta de reconhecimento facial esta configurada para emissao de alertas quando houver imagens com um perfil de similaridade superior a 90%, garantindo maior seguranca na operacao e

&) Qual e 0 Banco de Dados utilizado para alimentar o sistema de reconhecimento facial para captura de pessoas foragidas? Como ocorre essa alimentacao de dados?

Resposta: As bases de dados ufilizadas para aplicacao do comparativo para o reconhecimento facial sao os bancos de dados de procurades com mandado de prisao e desaparecidos, que sao de fonte exclusiva da SSP-Ba, instalada no Centro de
Operacoes e Inteligencia (COI) e alimentada pela Superintendencia de Inteligencia
f) Existe um processo de revisao quando ocorre uma corespondencia positiva (match) para que nao ocorra erro de reconhecimento (falso positivo)?

Resposta: Conforme ja mencionado, a ferramenta de reconhecimento facial esta configurada para emissao de alertas quando houver imagens com um perfil de similandade superior a 90%. Caso o sistema detecte uma pessoa que tenha alguma restricao,
a ferramenta emite um alerta ao Cenfro Infegrado de Telecomunicacoes (CICOM), para o qual o operador (agente de seguranca publica) certifica-se de que realmente se trata das pessoas com as caraterisficas do procurado, realizando analise
complementares para maior assertividade, para so entao, em caso positivo, acionar uma equipe policial mais proxima do local para realizacao de abordagem e tomar as devidas acoes. Nesse senfido, a Secretaria de Seguranca Publica da Bahia, junto a0
CICOM, segue um protocolo operacional previamente definido, com observancia de criterios de atuacoes rigorosos, para evitar consfrangimento desnecessarics. E, portanto, utilizado tambem criterio subjetivo, onde a presenca da policial na abordagem
permite a verificacao

dos dados que cerfifiquem a veracidade do alerta, a exemplo de checagem idenificacao dafiloscopica, se necessario.

g) Existe um balanco de falsos-positives realizados pela Secretaria de Seguranca Publica e se sim, existe um modo da Sociedads Civil ter acesso a esse balanco?

Resposta- Ale 0 presente momenta nao tivemos conhecimento de falso-positive realizado pela SSP/BA, tendo em vista o protocolo operacional utiizado para tal identificacao, conforme explicado na questao anterior

h) A Secretaria de Seguranca Publica tem meios de revisar o software ufilizado para vieses raciais/de generofidade? Se sim, quals seriam esses meios?

Resposta: Nao, tendo em vista que o software e utlizado exclusivamente pela SSP/Ba para pratica de politicas de seguranca publica na busca de pessoas com mandado de prisao ou pessoas desaparecidas, apoiando-a no exercicio de suas atribuicoes
legais como protecao a vida e da propriedade, deteccao de crimes e garantia da sequranca publica
i) O sistema esta sendo utiizado em buscas de desaparecidos como anunciado em seu lancamento?

Resposta: Sim. Conforme Ja explanado, uma das bases utiizadas € a base de desaparecidos.”

Atenciosamente,

QUVIDORIA GERAL DE POLICIA/SSP

percentual de e jona
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ANEXO 111

Resposta a demanda junto a Ouvidoria SSP-BA — 16/09/2020 — Manifestacdo n. 2174588,
Protocolo n. 40.808.

M Gma“ Pedro Diogo <pdiogo2008@gmail.com>

Resposta da sua demanda junto a Ouvidoria do(a) SSP

mensage

Quvidoria Geral do Estado da Bahia <sgo_oge@ouvidoria ba gov br> 16 de sefembro de 2020 14:13
Para: pdiogo2008@gmail.com

NAQ RESPONDA ESTE E-MAIL. SUARESPOSTANAQ SERA RECEBIDA.

Senhor Pedro,

AQuvidoria Geral de Policia’SSP retoma na sua mensagem no 2174588, profocolada nesta Quvidoria sob o no 40 808, para informar acerca do comunicado da Assessoria Tecnica da Secretania da Seguranca Publica

" o quesionamento do Sr Pedro Diogo Carvalhio Monieiro, sobre o Sistema de Reconhecimento Facial utilizado pela SSP, referente a localizacao dos ponios de camera conectadas com o Sistema de Reconhecimento Facial do Estado da Bahia nos limites
territoriais do municipio de Salvador/BA, de forma a apoia-lo em sua pesquisa do Pregrama de Pos-Graduacao em Direito da UFBA na Linha de Pesquisa "Direito Penal e Liberdades Publicas”.

Neste sentido, disponibilizo & seguinte informacao

A Secretaria da Seguranca Publica possui 100 Licencas de Reconhecimento Facial que sao ufilizadas de acordo com pantos de inferesse de moniteramento por parte da Seguranca Publica, visto que esses analificos podem ser direcienados, a qualquer
momento, para qualquer camera da SSP, desde que atendam aos requisitos tecnicos de configuracao.

No presente momenio, essas licencas estao sendo utilizadas em cameras do Metro_ Arena Fonie Nova, Aeroporto, COI Elevador Lacerda e Rodoviaria e suas imagens sao monitoradas pelas forcas policiais que infegram o Ceniro Infegrado de Monitoramento
de Comunicacao (CICOM) da SSPBA

Agradecemos a sua participacao na Administracao da seguranca publica & disponibilizamos, tambem, o telefone (71)3118-7900, o e-mail ouvidoria@ssp.ba.gov.br e ¢ nosso endereco: Av. ACM, 4.009, Ed. Empire Center, 1o andar, sala 09; IGUATEMI-
Salvador/Ba.

Alenciosamente

OUVIDORIA GERAL DE POLICIAISSP

AJUDE A COMBATER AVIOLENCIA DOMESTICA. INFORME A OUVIDORIA TODO CASO DO SEU CONHECIMENTO



