Ising model on a Cayley tree with competing and aperiodic interactions
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We include extra aperiodic interactions in the Ising model with competing ferromagnetic and antiferromagnetic interactions between first and second neighbors along the branches of a Cayley tree. The problem is formulated as a nonlinear map whose attractors correspond to solutions deep in the interior of the tree. We present some analytical and numerical calculations for aperiodic interactions introduced according to the rules of a Koch curve and a Fibonacci sequence. For small values of a parameter of aperiodicity, there are no relevant changes in the phase diagram, except for the appearance of some bumps along the paramagnetic-modulated transition. As the aperiodic interactions become more important, there are several new phenomena, such as phase locking and phase splitting, and the enhancement of the regions of chaotic attractors and of co-stability of different structures. [S1063-651X(97)14307-0]

PACS number(s): 05.50.+q

I. INTRODUCTION

The presence of competing interactions in magnetic and ferroelectric systems leads to complex phase diagrams with a variety of transition lines and modulated phases. The ANNNI model, which consists of an Ising spin Hamiltonian on a cubic lattice, with ferromagnetic interactions on the planes, and competing ferromagnetic and antiferromagnetic interactions between nearest and next-nearest neighbors along an axial direction, is known to reproduce some features of these complex phase diagrams [1]. Qualitatively similar phase diagrams can also be obtained from some counterparts of the ANNNI model on a Cayley tree [2]. These simple analogs of the ANNNI model can be formulated as a nonlinear dissipative map whose attractors correspond to physical solutions deep in the interior of the tree [3].

It is certainly interesting to investigate how the sequences of modulated phases and transition lines in these rich phase diagrams can be affected by the presence of random impurities (as random or diluted bonds or sites, for example). In the easier, and less relevant, case of annealed impurities, some mean-field calculations for the ANNNI model indicate slight changes in the transition lines, and the persistence of the overall structure of the modulated phases [4]. In the physically more relevant case of quenched impurities, there are some arguments to claim that the long-period commensurate phases are unstable in three dimensions [5]. Very recent calculations for the ANNNI model in a random field indicate almost no changes in weak fields, but a variety of new features as the field increases [6]. In the present paper, instead of looking at a really disordered situation, we mimic the effects of quenched impurities by considering an Ising model with deterministic but aperiodic competing interactions.

We use the Koch curve and the standard Fibonacci sequence to add extra deterministic but aperiodic interactions to the analog of the ANNNI model on a Cayley tree introduced by Yokoi, de Oliveira, and Salinas [3]. In Sec. II, we define the model, and formulate the problem according to a scheme of successive periodic approximations. In Sec. III, we obtain the borders of stability of the paramagnetic phase (which anticipates the most important features of the phase diagram). In Sec. IV, we analyze the phase diagram in terms of the relative strength of the aperiodic interactions. A summary of the main results and some conclusions are presented in Sec. V.

II. FORMULATION OF THE PROBLEM

We consider spin variables, \( \sigma_i = \pm 1 \), on the sites of a Cayley tree, with ferromagnetic \( (J_1 > 0) \) interactions between first neighbors, and antiferromagnetic \( (J_2 < 0) \) interactions between second neighbors along the branches of the tree (in Fig. 1, we draw some generations of a Cayley tree of coordination \( z = 3 \)). Now, we add extra second-neighbor in-

![FIG. 1. Three shells of a Cayley tree with coordination \( z = 3 \). The solid and dashed lines indicate the interactions between first \( (J_1 > 0) \) and second neighbors \( (J_2 < 0) \), respectively. The dot-dashed lines indicate the sum of the periodic and the extra aperiodic interactions between second neighbors \( (J_2 + J_2') \).](image-url)
If we start with a single element $A$, rules give rise to a truly aperiodic sequence of elements. To use this sequence to select sites with extra $zJ_1$ and $zJ_2$ the limit of infinite coordination of the tree (phase diagrams, the problem can be drastically simplified in terms is replaced by a set of periodic arrays, such that the approximations. According to this scheme, the aperiodic systems is then obtained from the limit of the periodic approximations ($G \to \infty$). To carry out the calculations, we replace $t(n)$ in Eq. (4) by $t_G(n)$, which restricts the aperiodicity in the model to the length $L_G$ of the unit cell in each periodic approximation.

In the case of the Koch rule, $G=0$ corresponds to a linear chain, $G=1,2,3, \ldots$ corresponds to successive stages in the construction of the fractal. The length of the unit cell in each stage is $L_G=4^G$. The function $t_G(i)$ is given by

$$t_G(i) = \delta(0,i[\text{mod} 4^G]) + \sum_{s=1}^{G-1} \delta \left( \frac{4^s}{2}, i[\text{mod} 4^s] \right).$$

(5)

For the Fibonacci rule, the length of the successive unit cells is given by the Fibonacci numbers. Thus, the lengths $L_G$ are obtained from the iterations

$$L_{G+1}=L_G+L_{G-1}, \quad \text{with} \quad L_1=L_0=1.$$  

(6)

According to Eq. (2), a linear chain of elements of type $A$ corresponds to $G=1$. The effects of aperiodicity first appear in the $G=2$ approximation. The function $t_G(i)$ is given by

$$t_G(i) = \begin{cases} 
0 & \text{if } i[\text{mod } L_G] \text{ corresponds to an element } A \\
1 & \text{if } i[\text{mod } L_G] \text{ corresponds to an element } B.
\end{cases}$$

(7)

III. STABILITY OF THE PARAMAGNETIC PHASE

To analyze the linear stability of the trivial attractor, $(X*,Y*)=(0,0)$, associated with the paramagnetic phase, we write the linear form

$$\begin{pmatrix} X_{n+1} \\ Y_{n+1} \end{pmatrix} = \begin{pmatrix} 1/T & 1 \\ (r(t(n)-p)/T & 0 \end{pmatrix} \begin{pmatrix} X_n \\ Y_n \end{pmatrix}.$$  

(8)

Due to the existence of sites that interact in different ways with their neighbors, we have a site-dependent linear stability matrix, which assumes two different forms, $M_0$ or $M_1$, according to whether $t(n)=0$ or 1. It is easy to see that

$$M_0 = \begin{pmatrix} 1/T & 1 \\ -p/T & 0 \end{pmatrix}$$

(9)

and

$$M_1 = \begin{pmatrix} 1/T & 1 \\ (r-p)/T & 0 \end{pmatrix}.$$  

(10)

with eigenvalues

$$\lambda_0^\pm = \frac{1}{2T} \left[ 1 \pm \sqrt{1-4Tp} \right]$$

(11)

and

$$\lambda_1^\pm = \frac{1}{2T} \left[ 1 \pm \sqrt{1+4T(r-p)} \right].$$  

(12)
respectively.

In the uniform case \((r=0)\), the stability region of the paramagnetic fixed point, coming from

\[
\text{Abs}(\lambda_0^+, \lambda_0^-) \leq 1, \tag{13}
\]

is given by

\[
T \geq 1 - p \quad \text{if} \quad p < 1/2; \quad T = p \quad \text{if} \quad p > 1/2. \tag{14}
\]

For \(p < 1/2\), the eigenvalues are real, and there is a transition between a paramagnetic and a ferromagnetic phase. For \(p > 1/2\), the eigenvalues are complex, and the transition is between a paramagnetic phase and a modulated structure with a continuously varying wave number.

In the aperiodic problem, the discussion of the stability depends on the eigenvalues \(\lambda_G^\pm\) of a matrix \(M_G\) that comes from the product of an infinite number of factors \(M_0\) and \(M_1\) in a well-defined (aperiodic) way. As the matrices \(M_0\) and \(M_1\) do not commute, the calculation of these eigenvalues is nontrivial, so we are forced to resort to numerical methods. Within the scheme of periodic approximations, we consider sequences of matrices, \(M_G\), at all orders \(G\), consisting of aperiodic finite strings of factors \(M_0\) and \(M_1\). The eigenvalues \(\lambda_G^\pm\) of \(M_G\) completely determine the stability region of the paramagnetic phase to order \(G\) of the approximation.

There is a particular case that is amenable to some analytical calculations. For \(r=p\), \(M_1\) has one vanishing eigenvalue. In the basis where \(\bar{M}_0\), \(M_1\) assumes the form

\[
\bar{M}_1 = \begin{pmatrix}
\lambda_0^+ + p/S & \lambda_0^- - p/S \\
\lambda_0^+ + p/S & \lambda_0^- - p/S
\end{pmatrix} = \begin{pmatrix} \alpha & \beta \\ \alpha & \beta \end{pmatrix}, \tag{15}
\]

where

\[
S = \sqrt{1 - 4Tp}. \tag{16}
\]

From this particular form, we calculate the finite eigenvalue, and analyze the stability properties associated with all matrices \(\bar{M}_G\). This case, which we plan to examine in full detail in a forthcoming paper, corresponds to the removal of a set of bonds from the original uniform model.

At each order of the periodic approximation, we have to evaluate the eigenvalues of the corresponding \(2 \times 2\) matrix \(M_G\). As the order \(G\) increases, the matrix elements become high-degree polynomials in \(p\) and \(T\), and we are forced to resort to numerical calculations. However, the exact analysis of the lowest-order approximations already gives an overall picture of how the system behaves at higher orders. Let us consider the first two orders in the Fibonacci case. For \(G=2\) and \(3\), we have \(M_2 = M_0M_1\), and \(M_3 = M_0M_1M_0\), respectively. The eigenvalues \(\lambda_2^\pm\) of \(M_2\) are given by

\[
\lambda_2^\pm = \frac{1}{2T} \left[ 1 + rT - 2pT \pm \sqrt{(1 + rT)^2 - 4pT} \right]. \tag{17}
\]

These eigenvalues are real if \((1 + rT)^2/4T \leq p\). As in the original uniform model, real and complex eigenvalues indicate the nature of the phase just below the paramagnetic border. Thus, provided that \(r \leq 2\), the region of paramagnetic stability, given by

\[
T \geq \frac{r + \sqrt{r^2 + 4}}{2} - p \quad \text{if} \quad p \geq \frac{r^2 + 2}{2\sqrt{r^2 + 4}}, \tag{18}
\]

and

\[
T \geq p \sqrt{1 - r/p} \quad \text{if} \quad p > \frac{r^2 + 2}{2\sqrt{r^2 + 4}}, \tag{19}
\]

undergoes minor changes with respect to the uniform case. However, if \(r > 2\), there are significant changes in the phase diagram. The curve given by Eq. \(19\) is not entirely contained in the region of complex eigenvalues. Thus, as \(p\) increases above some threshold \(p_R\), the line of transitions comes back to the region of real eigenvalues, and the paramagnetic phase is stable for

\[
T \geq p - \frac{r + \sqrt{r^2 - 4}}{2} \quad \text{if} \quad p > p_R = \frac{r}{2} - \frac{r^2 - 2}{2\sqrt{r^2 - 4}}. \tag{20}
\]

The appearance of real eigenvalues in the region that was formerly characterized by complex ones is the most important change introduced by the extra aperiodic interactions. In the first order of the approximation this new feature is restricted to large values of \(r\), but at higher orders it is observed for all \(r > 0\). Indeed, the eigenvalues \(\lambda_3^\pm\) of \(M_3\) are given by

\[
\lambda_3^\pm = \frac{1}{2T} \left[ 1 + rT - 3pT \pm \sqrt{(1 + rT - pT)^2 - 4pT^2} \right]. \tag{21}
\]

The existence of real or complex eigenvalues depends on the cubic polynomial in \(T\) in the square root. The regions of real eigenvalues in the \(p \times T\) plane are given by

\[
p \leq \frac{5 - \sqrt{9 - 16rT}}{8T} \tag{22}
\]

and

\[
\frac{5 + \sqrt{9 - 16rT}}{8T} \leq p \leq \frac{1 + rT}{T}. \tag{23}
\]

The stability condition, \(|\lambda_3^\pm| \leq 1\), in the regions of complex eigenvalues is expressed as

\[
T \geq p \left[ 1 - r/p \right]^{1/3}. \tag{24}
\]

In the region of real eigenvalues the stability condition depends on the roots of a cubic equation. Instead of presenting an analytical discussion of all cases, in Fig. 3 we draw the regions of real and complex eigenvalues as expressed by Eqs. \(22\) and \(23\), as well as the transition lines given by Eq. \(24\) for the particular value \(r = 0.1\). When the eigenvalues are real, the transition line was obtained by numerically evaluating the roots of a cubic equation.
IV. ANALYSIS OF THE PHASE DIAGRAMS

We have performed numerical integrations of the map (4) to determine the dependence of the phase diagrams on the parameter $r$ and to investigate the convergence of the results obtained from the periodic approximations. We always calculate the largest Lyapunov exponent $\eta$ of the attractor, and identify the wave number $k$ (in units of $2\pi$) associated with the dominant mode. The $p \times T$ plane has been scanned for $p \in [0.5, 3.0]$ and $T \in [0.001, 3.0]$, with a grid whose typical intervals are $\delta p \sim 0.001$ and $\delta T \sim 0.01$. A particular point $(p, T)$ is associated with a modulated phase if at least one neighboring point has a dominant mode with the same wave number (and a negative Lyapunov exponent). In the illustrations we draw only the most important phases.

In Fig. 4(a) we show a $p \times T$ phase diagram for the first Koch approximation, $G = 1$, $L_G = 4$, and $r = 0.1$, which is similar to the case discussed in the previous section. The paramagnetic line displays only one single bump. All major phases of the uniform case ($r = 0$) are still present (and can be obtained according to a Farey summation rule [6]). The main difference with respect to the uniform case refers to the $k = 1/8$ phase, which has become much broader, its upper part occupying the region of the bump. This phase-locking effect induced by the period of the larger unit cell is typical at all higher-order approximations. All bumps due to the presence of real eigenvalues, in a region otherwise characterized by complex eigenvalues, will be filled up by a single phase, at least for small values of $r$.

As the modulated phases keep their character up to the paramagnetic line, the selection rules for the wave numbers of the phases that fill up the different bumps should be determined from a more thorough investigation of the properties of the eigenvalues along the transition. Except for small values of $G$, it is not possible to carry out this analysis exactly. Then, let us use the $G = 3$ Fibonacci approximation to illustrate the essential steps and arguments that can be extended to higher-order approximations.

First, we note that, in the uniform model, the imaginary part of the eigenvalue $\lambda_0$ varies continuously from 0 to 1 as $p = T$ varies from 1/2 to $\infty$. In this case, the effect of $M_0$ consists in rotating the vector $(Y_n \alpha)$, whose components are the local effective magnetizations per spin of two successive generations of the Cayley tree, by an angle $\theta = \sin^{-1}[\text{Im}(\lambda_0^\alpha)] \in [0, \pi/2]$. The wavelength of the modulated phase is given by $L_0 V$, where $L_0$ is the distance between adjacent spins and $(V - 1)$ is the number of non-equivalent sites between two successive equivalent sites. Thus, $V$ is also the number of factors $M_0$ that are required to bring $(Y_n \alpha)$ back to its original orientation, that is,

$$V \theta = 2 \pi.$$  \hspace{1cm} (25)

In units of $2\pi$, the dimensionless wave number is given by

$$k = \frac{1}{V} = \frac{\theta}{2\pi}. \hspace{1cm} (26)$$

The eigenvalue $\lambda_3^+$, with $r = 0$, describes the same situation as above. However, as $\theta \in [0, 0.3\pi/2)$, we have
For $r > 0$, the situation is very much the same, except that phase locking occurs for $u = \frac{p}{3}$, that is, for real eigenvalues. The corresponding phase is associated with the wave number $k = \frac{1}{6}$, as can be checked numerically. A phase diagram as in Fig. 4(a) can be obtained by replacing the factor 3 in the interval of definition of the angle $\theta$, and in the denominator of Eq. (27), by a factor 4, which is the length, in terms of $L_0$, of the unit cell at order $G = 1$. The analysis for larger values of $G$ is essentially the same. The angle $\theta$ belongs to the interval $[0, L_G \pi/2)$, and the ($L_G - 1)/2$ bumps that appear in the stripes of real eigenvalues are filled up by phases with wave numbers given by

$$k_m = \frac{m}{2L_G}, \quad \text{with} \quad m = 1, 2, \ldots, (L_G - 1)/2. \quad (28)$$

The effect of higher-order approximations is illustrated in Fig. 4(b) for the Koch rule with the same value $r = 0.1$, at order $G = 3$, corresponding to $L_G = 64$. A comparison with the diagram for $G = 4$, $L_G = 256$ (not shown here) indicates that, within the accuracy of the grid, we have already reached the $G \to \infty$ limit of a full Koch sequence. We note that, from the main commensurate phases of the original uniform model, only the $k = \frac{1}{6}$ phase survives. The other phases, especially in the region of small wave numbers bounded by the $k = \frac{1}{6}$ phase, have become much less relevant with respect to those with wave numbers $k_m^G$, given by Eq. (28), which occupy the bumps with real eigenvalues. As $L_G = 4^G$, all phases from one given order of the approximation, associated with the wave numbers $k_m^G$, will also be present at all higher-order approximations.

This situation is similar for the Fibonacci rule. In Fig. 5 we show the diagram for the Fibonacci rule at order $G = 9$, corresponding to $L_G = 55$. Within the numerical accuracy of the calculations, these diagrams have already converged to the typical forms associated with the $G \to \infty$ limit. There are two major differences with respect to the Koch rule. First, the successive values of $L_G$ have no common factors, so that the phases $k_m^G$ change from one generation to the next. Nevertheless, we note that the changes in the wave number be-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4}
\caption{Phase diagrams according to the Koch rule, for $r = 0.1$, at different orders of the periodic approximation: (a) $G = 1$; the only bump is occupied by the $1/8$ phase that lifts the $1/6$ phase from the $T = 0$ axis. The main modulated phases close to the $1/8$ phase, as $1/10$ or $1/7$, become very thin (the superscript $G$ is omitted in the notation of the wave numbers); (b) $G = 3$; the 16 bumps are more densely distributed in the region of small wave numbers. At the precision of the calculations, a unit cell with 64 aperiodic bonds already gives the main features of the $G \to \infty$ limit. We indicate a narrow region of chaotic attractors.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5}
\caption{Phase diagram according to the Fibonacci rule, for $r = 0.1$, and $G = 9$, corresponding to $L_G = 55$. Notice the changes in the ground state ($T = 0$).}
\end{figure}
come smaller for increasing $G$, and it is possible to follow this convergence towards well-defined limits. The second aspect refers to the existence of an interval of length $\Delta p = 0.1$, along the $p$ axis, in the ground state ($T = 0$), between the ferromagnetic and the $1/4$ phases. The phase on this interval belongs to the set given by Eq. (28), as it extends upwards, at higher temperatures, until occupying a bump in the transition line. From the periodic approximations, we see that the associated wave number converges to $\phi^2/2$, where $\phi = (\sqrt{5} - 1)/2$ is the inverse of the golden mean.

Now we analyze the dependence of the diagrams on the strength of the aperiodic couplings. In Figs. 6(a)–6(e), we show diagrams for different values of $r$, with $G = 3$ and $G = 9$, for Koch and Fibonacci rules. As should be anticipated, for increasing values of $r$ the system develops some new features, which are quite distinct from those of the original uniform model. For instance, the bumps become larger.
TABLE I. Limit values of some relevant structures of the phase diagrams according to the Koch and Fibonacci rules.

<table>
<thead>
<tr>
<th></th>
<th>$G=1$</th>
<th>$G=2$</th>
<th>$G=3$</th>
<th>$G=4$</th>
<th>$G\to\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koch</td>
<td>1/8</td>
<td>3/32</td>
<td>11/128</td>
<td>43/512</td>
<td>1/12</td>
</tr>
<tr>
<td></td>
<td>1/8</td>
<td>5/32</td>
<td>21/128</td>
<td>85/512</td>
<td>1/6</td>
</tr>
<tr>
<td>Fibonacci</td>
<td>5/26</td>
<td>16/84</td>
<td>26/136</td>
<td>21/110</td>
<td>$\phi^2/2$</td>
</tr>
<tr>
<td></td>
<td>4/26</td>
<td>13/84</td>
<td>21/136</td>
<td>17/110</td>
<td>$\phi/4$</td>
</tr>
<tr>
<td></td>
<td>3/26</td>
<td>10/84</td>
<td>16/136</td>
<td>13/110</td>
<td>$\phi^2/2$</td>
</tr>
</tbody>
</table>

and the filling phases will start to compete among themselves. For $r=0.5$, as in Figs. 6(a) and 6(b), the phases $k_m^{G}$, with small values of $m$ such that $k_m^{G}<1/6$, occupy almost the entire region under the paramagnetic line. Some phases start to split into disconnected regions (for example, $k_9^3$ in the Koch case, and $k_9^G$ for the Fibonacci rule). Also, there appear regions of co-stability of attractors. Some modulated structures penetrate into the region of stability of the trivial paramagnetic fixed point, and even occupy the bumps associated with other phases. This is the case of the phase diagram for the Koch rule, with all trajectories starting from (0.5,0.5). The diagrams for the Fibonacci rule were constructed with trajectories from (0.1,0.1), so that the modulated phases do not penetrate into the region of (linear) stability of the paramagnetic fixed point. In both diagrams, the surviving 1/6 phase is now very slim. We also note that the regions of some $k_m^G$ phases become dominant over the neighboring phases (which is still more evident for larger values of $r$). It is important to follow the successive periodic approximations in order to extract the rule of formation of the relevant phases and to identify the remaining structures in the $G\to\infty$ limit. In Table I, we list some of the relevant phases in Figs. 6(a)–6(c) with their respective limit values. Figure 6(b) shows that the $\phi^2/2$ phase occupies a segment of extension $\Delta p=0.5$ along the $T=0$ axis. Numerical tests confirm that this is the dominant structure of the phase diagram, with a segment of length $\Delta p=r$ at $T=0$. Finally, we observe a substantial increase in the region of chaotic attractors, which is even more pronounced in the Fibonacci case.

For $r=1.0$ [Figs. 6(c) and 6(d)], the aperiodic couplings cause further modifications in both Koch and Fibonacci rules. In general, however, the changes in the diagram of the Fibonacci case have been more dramatic. In both cases, several phases disappear, due to the enlargement of the regions of the dominant phases (see Table I). Other phases still survive, but they have lost their contacts with the paramagnetic transition line (that is, the corresponding bumps have disappeared). The number of important phases with large disconnected regions (for example, $k_{19}^3$ or $k_{21}^3$, in the Koch case, and $k_9^G$ or $k_{18}^G$, for the Fibonacci rule) is also a novel feature of the diagrams. In the Koch case, there is no intermediate phase along the $T=0$ axis between the ferromagnetic and the 1/4 phase. In the Fibonacci case, the very large extension of the $\phi^2/2$ phase produces a clear distinction between two regions. For $k<\phi^2/2$, the aperiodic interaction dominates, with phases $k_{13}^G$, and $k_{17}^G$ or $k_{18}^G$, as well as a large chaotic region. For $k>\phi^2/2$, the phases are certainly distorted, although keeping some similarities with the uniform model. Also, the chaotic attractors tend to occupy larger regions of the phase diagram. In the Koch case, they appear for $k\sim0.2$, whereas they were previously confined to the region $k\sim0.0.1$. In the Fibonacci case, they occupy a very large extension, for $k<\phi^2/2$, between the dominant phases (at low temperatures) and the paramagnetic transition line.

In the Fibonacci case the $r=1$ diagram already contains all main features that will also be present for larger values of $r$. In the Koch case, as shown in Fig. 6(e), we have to go to $r$ as large as 1.5 to see the dominant role of the aperiodic interactions. The characteristic feature is the domination of the $k_{11}^3$ and $k_{21}^3$ phases, which are proportional to the fraction of the number of sites with $r$-mediated interactions. From the diagrams, we see that the bumps corresponding to these phases tend to join each other, while the bumps associated with previously significant phases (for example, with the 1/8 phase) have been destroyed. The extension of the regions of chaotic attractors has been substantially enlarged in comparison with the former situations.

V. CONCLUSIONS

We have investigated the effects of the inclusion of aperiodic interactions in the phase diagram of an analog of the ANNNI model on a Cayley tree. The problem is formulated as a two-dimensional nonlinear dissipative map whose attractors correspond to solutions deep in the interior of a large tree. We use a scheme of periodic approximations to find the behavior of the system under aperiodic rules generated by a Koch curve and a simple Fibonacci sequence. Some analytical and numerical calculations have been performed to obtain the region of stability of the paramagnetic phase and the main structures of the $T\times p$ sections of the phase diagram, for different values of the parameter $r$ of aperiodicity.

The appearance of some bumps in the modulated region of the paramagnetic transition line is one of the features of the phase diagrams that we believe to be new. We show that these bumps correspond to regions of real eigenvalues of the linear stability matrix of the paramagnetic phase. For small values of $r$, they are filled up by single phases, giving rise to a phase-locking phenomenon. We have obtained the rules for the number of bumps and the phase selection, in terms of the length of the unit cells of the periodic approximations.

For small values of $r$, the effects of aperiodicity are restricted to the regions of small wave numbers, corresponding to small values of the parameter $p$ of competition. For large $p$, the aperiodic interactions become less important and the diagram keeps the original structure. As the parameter $r$ of aperiodicity increases, there is a corresponding enlargement of the regions with relevant changes in the phase diagram. Also, there appear drastic modifications in the regions of small $p$ (or $k$), in which several phases are either wiped out of the diagram or split into disconnected regions. The emergence of large regions with chaotic orbits is a typical feature of aperiodicity for large values of $r$.

The analysis of models with two different aperiodic sequences, according to the Koch and Fibonacci rules, indicates some common features, such as the existence of bumps, the phenomenon of phase locking, and, for large $r$,
the existence of a single structure that survives in the central part of the phase diagram, with a large chaotic region and some remnants of the old sequence of modulated phases. However, there are some differences. The most significant of them refers to the behavior along the $T=0$ axis. In the Koch case, the multiphase point of the original uniform model still survives at $p=1$, as the meeting point of the ferromagnetic ($k=0$) and the $k=1/4$ phases. In the Fibonacci case, there appears a new phase along the $T=0$ axis, from $p=1$ to $p=1+r$, separating the ferromagnetic and the $k=1/4$ phases. This new structure, with wave number $\phi^{2}/2$ in the limit of large aperiodic cells, extends up to the paramagnetic line and dominates the phase diagram for large values of $r$. This difference may be traced back to a special feature of the Koch case, as the length of the unit cell in any periodic approximation is a power of 4. A rough look at the same model according to a generalized Fibonacci rule (generated by the substitutions $A \rightarrow AB^n$, and $B \rightarrow A$, with $n \geq 2$) indicates the presence of another phase between the ferromagnetic and the $1/4$ phases in the ground state.


