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**0. Introduction**

The problem of comparing logical systems can be traced back to the early twentieth century, when Brouwer introduced intuitionistic logic [6]. In the debate around the principle of excluded middle, fostered by Brouwer’s ideas, a central question was whether the provable assertions of classical logic could also be formulated and proved in intuitionistic logic. Such a question led to the problem of interpreting classical logic into intuitionistic logic.

Starting from the assumption that “it is illegitimate to use the principle of excluded middle in the domain of transfinite arguments”, Kolmogorov [19] proved – in 1925 – that “finitary conclusions obtained by means of the principle of excluded middle, are in fact correct and can be proved even without its use”. The main result he obtained essentially asserts that any provable formula of classical logic is intuitionistically provable provided that all of its subformulas are replaced by their respective double negations. From the viewpoint of propositional calculus, the Kolmogorov interpretation is not invariant with respect to the action of substitutions: if the interpretation and a substitution are applied to a classical formula, the resulting intuitionistic formula depends on which of the two is applied first. In 1929 Glivenko [15] proved the following theorem: “An arbitrary propositional formula A is classically provable, if and only if ~~A is intuitionistically provable”. A major difference between the two interpretations is their behavior with respect to substitutions, as the latter is invariant with respect to any substitution in the language of classical logic.

In 1934 Gentzen introduced the sequent calculi LK and LJ, for classical and intuitionistic logic respectively [14]. Such new formal systems, which gave birth to proof theory and automated deduction, offered a new perspective on the relationship...
between the two logics. Indeed the two systems differ from each other just in the type of sequents they can handle – 
LJ admitting exclusively sequents with a single formula or no formulas on the right-hand side (and the obvious adjustments
of the rules of LK reflecting the change of the sequent-type).

The existence of algebraic semantics for certain logics can be ascribed to Lindenbaum and Tarski, who showed how it is
possible to associate in a canonical way, at least at the propositional level, logical calculi (and their attendant consequence
relations) with classes of algebras. We refer the reader to the article [22] for a detailed survey of these developments.
Moreover, in [32], Tarski proposed two methods for attacking the decision problem in first-order logical systems, one of
which – the so-called “indirect method” – consists in transferring the problem from a system to some other one for which
it has previously been solved; in order to do that, Tarski defined the concept of translation between (first-order) logical
systems.

Many years later, Blok and Pigozzi introduced the concepts of equivalent algebraic semantics and algebraizable logic [4],
which requires the comparison of two consequence relations defined on different syntactic constructs (formulas, equations,
sequents) and, in some cases, also on different languages. As a result of that work, the interest for interpretations and
translations between logics increased rapidly in the last two decades, and many authors investigated this problem from
various points of view and with different approaches; see, for instance, [3,5,8–11,13,25–27,34]. These studies have produced
a wide range of concepts connected to interpretations and translations of logics.

In particular, it is shown in [13] that consequence relations (defined on sets of formulas, equations or sequents) can
be represented as structural closure operators on quantale modules – such operators being in bijective correspondence with
quotients for any given module.

The aim of this work is to study interpretations and translations between propositional logics using the algebraic tech-
niques developed in [13,29,30]. A distinct feature of our work is the separation of the concept of a translation from that
of an interpretation. Indeed, to our knowledge, since the aforementioned works by Kolmogorov, Glivenko and Tarski ap-
appeared, a translation of a language into another has only been considered as a part of an interpretation of one logical
system into another – in some cases the words “interpretation” and “translation” being actually used as synonyms. On the
contrary, here we will consider translations between languages as objects of study themselves, regardless – a priori – of
whether an interpretation exists. A similar approach can be found in [23], where language translations are called signature
morphisms.

Indeed, the fact that a deductive system is interpretable in another one means, roughly speaking, that the two con-
sequence relations “agree” at some level with each other. On the other hand, the language is a syntactic object whose
existence is independent from any consequence relation that, eventually, can be defined on it; indeed, we may have many
different consequence relations defined on the same language. For these reasons, it is preferable that a translation between
two languages regards only the connectives of the languages without any a priori involvement of the deductive appar-
atus of the systems. To illustrate this point, if two people speak different languages and one of them is able to translate in his
own language what the other says, it does not follow that he/she also agrees with his/her interlocutor’s ideas. Conversely,
two people may have identical ideas but be unable to translate them into each other’s language.

According to this point of view, one can encounter different situations corresponding to the existence and non-existence
of a translation of languages and the interpretation of two consequence relations, and to the strengthening and weakening
of the concept of interpretation.

On the other hand, logical systems with different underlying languages are, in some sense (that will appear clearer and
more precise later on in the paper), objects in different categories. Therefore, a comparison between such systems requires
the existence of a canonical method for putting them in the same category, namely, the existence of a suitable functor.

The main results of the paper can be briefly summarized as follows.

• In Lemma 3.3 we show that any translation between two given propositional languages $L$ and $L'$ induces a homo-
 morphism between the corresponding substitution monoids. This result is completed by Theorem 3.5, in which we
 characterize the homomorphisms between substitution monoids that are induced by translations.

• Theorem 3.6 shows that surjectivity is a sufficient condition for a language translation to have a right-inverse translation
 and, therefore, to induce a monoid retraction.

• In Theorem 5.5 we extend one of the main results of [13] to interpretations and representations between deductive
 systems with the same language.

• In Section 6 we show that several ring-theoretic constructions can be suitably adapted to quantale modules. In particu-
 lar, in Theorem 6.7, we prove that any homomorphism between two quantales defines an adjoint and co-adjoint functor
 (in the opposite direction) between the corresponding categories of modules. Moreover, we prove that such a functor is
 also a full embedding if the corresponding quantale homomorphism is surjective, and its left adjoint is a retraction of
 categories if the quantale homomorphism is a retraction (Theorem 6.8).

• The constructions and results of Section 6, together with the basic properties of quantales and with the results of
 Section 3, provide the desired functors that allow us to sensibly generalize Theorem 5.5 and several results of [13]. In
 particular, Theorem 7.1 and Corollary 7.2 provide the extension of Theorem 5.5 to the case of systems with different
 languages; Theorem 7.3 proves that, assuming the existence of a surjective translation, the characterization of Corollary 7.2
 can be eased by using Theorem 3.6; last, Theorem 7.4 gives an account of weak interpretations.
1. Abstract consequence relations

A successful approach to logical consequence, dating back at least to the work of Tarski,1 consists in giving an account of it via a relation. While Tarski defined consequence relation on an algebra of formulas, at the present stage we prefer to follow the approach of Blok and Jónsson [3], and consider the more general case of a non-empty set $S$ about which no inner structure is postulated.

**Definition 1.1.** A consequence relation over the set $S$ is a relation $\vdash \subseteq \mathcal{P}(S) \times S$ satisfying, for all $X, Y, \{u\} \subseteq S$:

1. $u \in X$, then $X \vdash u$;
2. if $X \vdash u$ and $X \subseteq Y$, then $Y \vdash u$; and
3. if $Y \vdash u$ and $X \vdash v$ for every $v \in Y$, then $X \vdash u$.

Following an equivalent convention, we write $X \vdash Y$ if $X \vdash v$ for all $v \in Y$, and $\vdash \neg v$ if $\emptyset \vdash \neg v$.

An alternative approach, also due to Alfred Tarski, consists in describing logical consequence by means of a closure operator. In the present context, we use the term consequence operator for a closure operator on the powerset $\mathcal{P}(S)$ of a set $S$, that is, a map $\mathcal{Cns} : \mathcal{P}(S) \longrightarrow \mathcal{P}(S)$ satisfying the following conditions for all $X, Y \subseteq S$:

1. if $X \subseteq Y$, then $\mathcal{Cns}(X) \subseteq \mathcal{Cns}(Y)$;
2. $X \subseteq \mathcal{Cns}(X)$; and
3. $\mathcal{Cns}(\mathcal{Cns}(X)) = \mathcal{Cns}(X)$.

Given a set $S$, there exists a bijective correspondence between all consequence operators $\mathcal{Cns}$ on $\mathcal{P}(S)$ and all consequence relations $\vdash$ over $S$. More specifically:

**Lemma 1.2.** Let $S \neq \emptyset$ be a set. If $\vdash$ is a consequence relation over $S$, then the map $\mathcal{Cns}_{\vdash} : \mathcal{P}(S) \longrightarrow \mathcal{P}(S)$ defined by

$$\mathcal{Cns}_{\vdash}(X) = \{u \in S \mid X \vdash u\}$$

is a consequence operator on $\mathcal{P}(S)$. Conversely, if $\mathcal{Cns}$ is a consequence operator on $\mathcal{P}(S)$, then the relation $\vdash_{\mathcal{Cns}} \subseteq \mathcal{P}(S) \times S$ defined by

$$X \vdash_{\mathcal{Cns}} u \iff u \in \mathcal{Cns}(X)$$

is a consequence relation over $S$. Furthermore, $\mathcal{Cns}_{\vdash_{\mathcal{Cns}}} = \mathcal{Cns}$ and $\vdash_{\mathcal{Cns}_{\vdash_{\mathcal{Cns}}}} = \vdash$.

Let $\vdash$ be a consequence relation over $S$, and let $\mathcal{Cns}$ be the associated consequence operator on $\mathcal{P}(S)$. $X \subseteq S$ is said to be a $\vdash$-theory if it is closed under $\mathcal{Cns}$: $X = \mathcal{Cns}(X) = \{u \in S \mid X \vdash u\}$. Note that the poset of $\vdash$-theories, denoted by $\text{Th}(\vdash)$ or $\text{Th}(\mathcal{Cns})$, is a closure system over $S$, that is, a subset of $\mathcal{P}(S)$ that is closed under arbitrary intersections. $\text{Th}(\vdash)$ completely determines $\mathcal{Cns}$ and $\vdash$. Furthermore, there exists a bijective correspondence between consequence relations over $S$, closure systems over $S$, and consequence operators on $\mathcal{P}(S)$.

It is pertinent to remark that we have placed no restrictions on the cardinalities of our sets of premisses of a consequence relation, which may be finite as well as infinite. Nonetheless, since logical deductions generally proceed from finitely many premisses, we single out finitary consequence relations. Formally, a consequence relation $\vdash$ over $S$ is called finitary, provided for all $X \cup \{u\} \subseteq S$,

$$\text{if } X \vdash u, \text{ then there exists a finite } Y \subseteq X \text{ such that } Y \vdash u.$$  

Note that $\vdash$ is finitary iff the associated consequence operation $\mathcal{Cns}$ satisfies a related condition for all $X \subseteq S$ and all $u \in S$: if $u \in \mathcal{Cns}(X)$, then $u \in \mathcal{Cns}(Y)$, for some finite subset $Y$ of $X$. We use the term finitary (instead of the more common term algebraic) for any consequence operation that satisfies the preceding condition. However, for the sake of readability, such a restriction shall not be imposed throughout the paper; we will briefly discuss it in Section 8.

One of the most distinctive features of logical consequence is its formal character: a logical system is built upon a given language and its consequence relation is preserved under the application of suitable syntactic modifications, called substitutions. Actions of monoids on sets provide a suitable mathematical framework for capturing this feature.

Formally, let $S$ be a non-empty set. A monoid $A = (A, \cdot, 1)$ is said to act on $S$ (and $S$ is said to be an $A$-set) in case there exists an operation $\cdot : A \times S \longrightarrow S$ that satisfies

---

1 The approach, in fact, has an antecedent in Bernard Bolzano’s refined analysis of consequence in his Wissenschaftslehre (1837).
(ab) · u = a · (b · u) and 1 · u = u.  

(8)

for all a, b ∈ A and all u ∈ S. The action is also called scalar product or scalar multiplication.

Even if we used the same symbol ⋅ for both the monoid multiplication and the action of A on S, in expressions like the ones in (8) we use plain juxtaposition in place of the former and “·” for the latter. We will keep using this convention (also for quantale modules, from Section 4 on) throughout the paper whenever no confusion is likely to arise; moreover, in the case of different sets subject to monoid actions, we may use suitable subscripts in order to avoid confusion.

Let now S be an A-set. A consequence relation ⊨ over S is said to be action-invariant if, for any a ∈ A and any X∪{u} ⊆ S, whenever X ⊨ u, then a · X ⊨ a · u,  

(9)

where a · X = {a · v : v ∈ X}.

Note that ⊨ is action-invariant if and only if the associated consequence operator Cns satisfies the condition

\[ a · Cns(X) ⊆ Cns(a · X). \]  

(10)

By extension, we call action-invariant any consequence operator Cns that satisfies the preceding condition.

For most consequence relations arising in logic, the assertions in the set S are constructed in some way from elements of the term algebra. A propositional language is a pair \( L = (\text{L}, v) \) consisting of a set \( \text{L} \) and a map \( v : \text{L} \rightarrow \mathbb{N}_0 \). The elements of \( \text{L} \) are called connectives, and the image of a connective under \( v \) is called its arity; nullary connectives are most often called constant symbols or simply constants.

Given a propositional language \( \text{L} \) and a denumerable set \( \text{Var} = \{x_n | n \in \mathbb{N}\} \) of propositional variables, the \( \text{L} \)-formulas are strings of connectives defined recursively by means of the following conditions:

(F1) every propositional variable and every constant symbol is an \( \text{L} \)-formula;

(F2) if \( f \) is a connective of arity \( v(f) > 0 \) and \( \varphi_1, \ldots, \varphi_{v(f)} \) are \( \text{L} \)-formulas, then \( f\varphi_1 \ldots \varphi_{v(f)} \) – usually denoted by \( \varphi \) – is an \( \text{L} \)-formula;

(F3) all \( \text{L} \)-formulas are built by iterative applications of (F1) and (F2).

We denote the set of all \( \text{L} \)-formulas by \( \text{Fm} \). For any \( \varphi \in \text{Fm} \), we write \( \varphi = [\varphi_1, \ldots, \varphi_n] \) whenever we wish to indicate that the variables of \( \varphi \) are among those in the set \( \{x_1, \ldots, x_n\} \).

On the algebraic side, a language \( \text{L} \) can be used to specify the fundamental operations of an algebra (or class of algebras). In this case, we often use the term signature in place of language. If \( \text{L} \) is a language over \( \text{Var} \), then by the inductive definition of formulas,

\[ \text{Fm} = \{\text{Fm}, \text{L}^{\text{Fm}}\} \]

becomes an \( \text{L} \)-algebra, that is, an algebra of signature \( \text{L} \). We refer to \( \text{Fm} \) as the term algebra of signature \( \text{L} \), and recall that it is the free algebra over \( \text{Var} \) in the class of all algebras of signature \( \text{L} \).

The vast majority of research in abstract algebraic logic is concerned with consequence relations on formula structures. Without being precise about the exact meaning of the term ‘formula structure’, we may assume for our purposes that it is a subset of the set Seq of all sequents of a given signature, in the sense described below. Formulas are the elements of the term algebra \( \text{Fm} \), while equations are ordered pairs of formulas \( \varphi, \psi \), often written suggestively as \( \varphi ≈ \psi \). They are just the elements of the algebra \( \text{Eq} = (\text{Eq}, \approx) = \text{Fm}^2 \). Given non-negative integers \( m, n \) (not both equal to zero), a sequent over \( \text{L} \) of type \( (m, n) \) is a pair \( (Γ, Δ) \), consisting of a sequence \( Γ = (\varphi_1, \ldots, \varphi_m) \) of \( \text{L} \)-formulas of length \( m \), and a sequence \( Δ = (ψ_1, \ldots, ψ_n) \) of \( \text{L} \)-formulas of length \( n \). Instead of \( (Γ, Δ) \) we usually write \( ψ_1, \ldots, ψ_n \) or \( Γ \Rightarrow Δ \).

Throughout this work, by a “set of sequents” \( S \) we always understand a subset of Seq which is closed under type, namely, such that whenever a sequent of type \( (m, n) \) is in \( S \), then all the sequents of type \( (m, n) \) are in \( S \). Note that formulas may be identified with all \( (0,1) \)-sequents, and with all \( (1,1) \)-sequents.

In this setting, the endomorphisms on the algebra of formulas \( \text{Fm} \) form a monoid \( \text{Σ}^{-} = (\text{Σ}^{-}, o, \text{id}_{\text{Fm}}) \) which has a natural action on \( \text{Fm} : \sigma · \varphi = \sigma(\varphi) \), for all \( \sigma ∈ \text{Σ}^{-} \) and \( \varphi ∈ \text{Fm} \). We refer to \( \text{Σ}^{-} \) as the monoid of substitutions, and remark that its action on \( \text{Fm} \) has a natural extension to Seq.

A consequence relation on a formula structure that is action-invariant with respect to substitutions will be called substitution-invariant.  

\[ \text{Definition 1.3.} \] A (propositional) deductive system \( S = (\text{S}, ⊨) \) is a pair consisting of a set \( S \) of sequents over a propositional language \( \text{L} \) and a substitution-invariant consequence relation over \( S \) or, what amounts to the same, a substitution-invariant consequence operator on \( \mathcal{P}(S) \).

The possibility for two deductive systems to be equipped with entailments which somehow look alike, even if presented under different guises, is described by the following definition.

---

2 The term “structural” is also widely used, however, it is somewhat misleading because this property bears no relationship to the concepts of structural rule or substructural logic.
Definition 1.4. Let A be a monoid, S and T two A-sets, and \( \vdash_S \) and \( \vdash_T \) action-invariant consequence relations on S and T respectively.

(i) A map \( \iota : S \rightarrow \mathcal{P}(T) \) is said to be action-invariant if \( \iota(a \cdot_S x) = a \cdot_T \iota(x) \) for all \( a \in A \) and \( x \in S \).

(ii) An action-invariant map \( \iota : S \rightarrow \mathcal{P}(T) \) is called an interpretation of \( \vdash_S \) in \( \vdash_T \) if, for all \( X \cup \{u\} \subseteq S \), it satisfies

\[
X \vdash_S u \implies \iota[X] \vdash_T \iota(u). \tag{11}
\]

(iii) An action-invariant map \( \iota : S \rightarrow \mathcal{P}(T) \) is called a representation, or a conservative interpretation, of \( \vdash_S \) in \( \vdash_T \) if, for all \( X \cup \{u\} \subseteq S \), it satisfies

\[
X \vdash_S u \quad \text{if and only if} \quad \iota[X] \vdash_T \iota(u). \tag{12}
\]

(iv) Two representations \( \iota : S \rightarrow \mathcal{P}(T) \) and \( \iota' : T \rightarrow \mathcal{P}(S) \) are said to form an equivalence if, for all \( v \in T \),

\[
v \vdash_T \iota'[\iota(v)]. \tag{13}
\]

In this case, we say that \( \vdash_S \) and \( \vdash_T \) are equivalent.\(^3\)

(v) A weak interpretation (resp.: representation) of \( \vdash_S \) in \( \vdash_T \) is a map \( \iota : S \rightarrow \mathcal{P}(T) \) which satisfies (11) (resp.: (12)) but is not necessarily action-invariant. Two weak representations \( \iota \) and \( \iota' \) satisfying (13) are said to form a similarity; in this case, \( \vdash_S \) and \( \vdash_T \) are called similar.

Important examples of equivalent consequence relations involve algebraizable consequence relations in the sense of Blok and Pigozzi [4]. More specifically, if \( \vdash \) is an algebraizable consequence relation on \( Fm \) with equivalent algebraic semantics a class \( \mathcal{K} \) of algebras, then the consequence relation \( \vdash_{\text{on } Eq} \) arising from \( \mathcal{K} \) is equivalent to \( \vdash \) (see, for example, [3,13]).

We remark that Definition 1.4 can be easily reformulated in terms of consequence operators by using Lemma 1.2.

2. Deductive systems as categories

In the present section, which may be viewed as parenthetic to the subsequent discussion, we justify the intuition that equivalence of two consequence relations is intimately related to categorical equivalence. For any notion or result on category theory not explicitly reported here, we refer the reader to [1].

A preorder on a set \( X \) is a reflexive and transitive binary relation \( R \) on \( X \); a preordered set \( \langle X, R \rangle \) may be thought of as a category whose objects are the members of the set and whose morphisms are the pairs \((x, y)\) such that \( xRy \). In what follows, we denote the associated equivalence relation by \( \approx_R : x \approx_R y \text{ if and only if } xRy \text{ and } yRx \).

Note that given two such categories \( \langle X, R \rangle \) and \( \langle Y, S \rangle \), a map \( F : X \rightarrow Y \) is a functor if and only if it is relation preserving: \( aRb \) implies \( F(a)FS(b) \). Of particular interest to us is the situation when both \( X \) and \( Y \) are A-sets for a given monoid \( A \). In this case, we use the term action-invariant for a functor \( F : \langle X, R \rangle \rightarrow \langle Y, S \rangle \) that preserves scalar multiplication.

If \( \mathcal{S} = (S, \vdash) \) is a deductive system, \( \vdash \) induces a preorder on \( \mathcal{P}(S) \), also denoted by \( \vdash \); namely, for all \( X, Y \subseteq S \), \( X \vdash Y \) whenever \( X \vdash_S Y \) for all \( y \in Y \). In what follows, we denote the category \( \langle \mathcal{P}(S), \vdash \rangle \) by \( \mathcal{S} \).

Since \( X \supseteq \emptyset \) implies \( X \vdash \emptyset \), it is immediate that such a category has both an initial object \( S \) and a terminal object \( \emptyset \). It is worth mentioning, in the concrete case of deductive systems over a propositional language, that the set \( \text{Thm}_S \) of theorems of \( S \) is a terminal object of \( \mathcal{S} \); therefore \( \text{Thm}_S \cong \emptyset \) in \( \mathcal{S} \).

A category is said to be thin if, for any two objects \( A \) and \( B \), there exists at most one morphism from \( A \) to \( B \); it is well known that thin categories are, up to isomorphisms, precisely the preordered classes. Recall that a functor \( F : \mathcal{C} \rightarrow \mathcal{D} \) between two categories is called

- **faithful** provided that the hom-set restrictions are injective,
- **full** if the hom-set restrictions are surjective, and
- **isomorphism-dense** if for any \( \mathcal{D} \)-object \( D \) there exists a \( \mathcal{C} \)-object \( C \) such that \( FC \) and \( D \) are isomorphic.

Any functor whose domain is a thin category is obviously faithful.

An equivalence is a full, faithful and isomorphism-dense functor. Equivalently, a functor \( F : \mathcal{C} \rightarrow \mathcal{D} \) is an equivalence if there exist an “inverse” functor \( G : \mathcal{D} \rightarrow \mathcal{C} \) and two natural isomorphisms \( \eta : \text{Id}_\mathcal{C} \rightarrow GF \) and \( \varepsilon : \text{Id}_\mathcal{D} \rightarrow FG \). Here, \( \text{Id}_\mathcal{C} \) and \( \text{Id}_\mathcal{D} \) denote the identity functors on \( \mathcal{C} \) and \( \mathcal{D} \), respectively. It is clear that if \( F \) is an equivalence, then so is the companion functor \( G \). Specializing to the case of preordered sets, a functor \( F : \langle X, R \rangle \rightarrow \langle Y, S \rangle \) is a categorical equivalence provided there exists a functor \( G : \langle Y, S \rangle \rightarrow \langle X, R \rangle \) such that \( x \approx_R GF(x) \) and \( y \approx_S FG(y) \), for all \( x \in X \) and \( y \in Y \).

The next result shows that Definition 1.4 is intuitively justified also from the categorical viewpoint.

\[ u \vdash_S \iota'[\iota(u)]. \tag{14} \]
Theorem 2.1. Let \( A \) be a monoid, \( S \) and \( T \) two \( A \)-sets, \( (S, \vdash_S) \) and \( (T, \vdash_T) \) two action-invariant deductive systems over \( S \) and \( T \) respectively, \( f : S \rightarrow \mathcal{P}(T) \) a map and \( F : X \in \mathcal{P}(S) \mapsto f[X] \in \mathcal{P}(T) \). Then the following hold:

(i) \( f \) is an interpretation of \( (S, \vdash_S) \) into \( (T, \vdash_T) \) if and only if \( F \) is an action-invariant faithful functor between the corresponding categories \( S \) and \( T \);
(ii) \( f \) is a conservative interpretation if and only if \( F \) is an action-invariant full and faithful functor;
(iii) \( f \) is a weak representation if and only if \( F \) is a full and faithful functor

Proof. The fact that the map \( f \) is action-invariant if and only if so is \( F \) is trivial.

Now, with reference to Definition 1.4, \( f \) is an interpretation if and only if any morphism \( X \vdash_S Y \) is mapped by \( F \) to a morphism \( FX \vdash_T FY \), that is, \( F \) is a (faithful) functor. The converse implication in (12) can be reformulated in the categorical setting as “if there exists a morphism \( FX \vdash_T FY \) then there exists a morphism \( X \vdash_S Y \)”, and the latter holds if and only if \( F \) is full.

Last, the equivalent conditions (13) and (14) hold if and only if, respectively, \( Y \approx_T FG(Y) \) and \( X \approx_S GF(X) \), i.e., if and only if \( F \) is a categorical equivalence with inverse \( G \).

The following result on weak interpretations readily follows from Theorem 2.1.

Corollary 2.2. Let \( (S, \vdash_S) \) and \( (T, \vdash_T) \) be two deductive systems over \( S \) and \( T \) respectively. \( f : S \rightarrow \mathcal{P}(T) \) a map and \( F : X \in \mathcal{P}(S) \mapsto f[X] \in \mathcal{P}(T) \). Then the following hold:

(i) \( f \) is a weak interpretation of \( (S, \vdash_S) \) into \( (T, \vdash_T) \) if and only if \( F \) is a faithful functor between the corresponding categories \( S \) and \( T \);
(ii) \( f \) is a weak representation if and only if \( F \) is a full and faithful functor;
(iii) \( f \) is an interpretation if and only if \( F \) forms a categorical equivalence.

3. Translations

Taking a closer look at Definition 1.4, and considering the concrete cases of propositional deductive systems, it should appear evident that such a definition is not satisfactory if we deal with systems defined on different underlying languages. Indeed, in this case it is able to describe only weak interpretations, while a notion of action-invariance is not even defined.

As we anticipated, aim of this paper is precisely to extend the algebraic and categorical approach of Galatos and Tsinakis [13] to such a situation; in order to do that, it is necessary to understand what does "action-invariant" mean in this case, namely, when the actions come from different monoids. So, in this section we shall define language translations, prove some results about them, and extend Definition 1.4 to the most general case. Such results (in particular Lemma 3.3 and Theorem 3.5) will pave the way to the characterizations of Section 7.

Let \( \mathcal{L} = (L, v) \) be a propositional language. If \( n \in \mathbb{N}_0 \) and \( f : \text{Fn}^n \rightarrow \text{FM} \) is a map, \( f \) is called a derived operation on \( \text{FM} \) if there exists a formula \( \psi_f = \psi_f(x_1, \ldots, x_n) \in \text{FM} \) in the \( n \) variables \( x_1, \ldots, x_n \) such that \( f(\psi_1, \ldots, \psi_n) = \psi_f[x_1/\psi_1, \ldots, x_n/\psi_n] \), for all \( \psi_1, \ldots, \psi_n \in \text{FM} \). In particular, if \( n = 0 \), \( f \) is a derived constant, i.e., a formula in \( \text{FM} \) containing only constants and no variables.

We use derived operations to define the notion of a language translation.

Definition 3.1. Let \( \mathcal{L} = (L, v) \) and \( \mathcal{L}' = (L', v') \) be two propositional languages. Assume that for each connective \( f \in L \) there exists a derived operation \( f' \) on \( \text{FM}' \) of arity \( v(f) \). If we denote by \( \text{FM}'_L \) the set of such operations, the structure \( \text{FM}'_L = (\text{FM}', L'^{\text{FM}}) \) is an \( \mathcal{L}' \)-algebra. In this case, a map \( \tau : \text{FM} \rightarrow \text{FM}' \) is called a language translation of \( \mathcal{L} \) into \( \mathcal{L}' \) if

(i) \( \tau^{-1}(x) = [x] \) for any variable \( x \);
(ii) \( \tau \) is an \( \mathcal{L}' \)-homomorphism, that is:

\[
\tau \left( f(\varphi_1, \ldots, \varphi_{v(f)}) \right) = f'(\tau(\varphi_1), \ldots, \tau(\varphi_{v(f)})),
\]

for all \( f \in L \) and \( \varphi_1, \ldots, \varphi_{v(f)} \in \text{FM} \).

Lemma 3.2. Let \( \tau \) be a language translation of \( \mathcal{L} = (L, v) \) into \( \mathcal{L}' = (L', v') \). The monoid of substitutions \( \Sigma_{\mathcal{L}'} \) (over the language \( \mathcal{L}' \)) of \( \text{FM}' \) is a submonoid of the endomorphism monoid \( \text{End}_{\mathcal{L}'}(\text{FM}'_L) \) of the \( \mathcal{L}' \)-algebra \( \text{FM}'_L = (\text{FM}', L'^{\text{FM}}) \).

Proof. The inclusion \( \Sigma_{\mathcal{L}'} \subseteq \text{End}_{\mathcal{L}'}(\text{FM}'_L) \) comes easily from the fact that the operations of \( \text{FM}'_L \) are derived operations on \( \text{FM}' \), so they are preserved by any \( \mathcal{L}' \)-substitution of \( \text{FM}' \). Thus \( \Sigma_{\mathcal{L}'} \) is a submonoid of \( \text{End}_{\mathcal{L}'}(\text{FM}'_L) \), for it contains the identity map and is closed under composition. \( \square \)
We note that the reverse inclusion in the preceding lemma does not hold in general. For example, let \( g_1 \) and \( g_2 \) be two \( n \)-ary connectives of \( \mathcal{L}' \) not involved in any of the formulas that define the operations in \( \mathcal{L'}_{\text{Fm}} \) and, for all \( \varphi \in \text{Fm}' \), let \( h(\varphi) \) be the formula obtained from \( \varphi \) by substituting each occurrence (if any) of \( g_1 \) by \( g_2 \). Then \( h : \text{Fm}' \rightarrow \text{Fm}' \) is an \( \mathcal{L}' \)-homomorphism of \( \text{Fm}'_{\mathcal{L}} \) that is not a substitution of \( \mathcal{L}' \).

**Lemma 3.3.** Let \( \tau \) be a language translation of \( \mathcal{L} = (L, \nu) \) into \( \mathcal{L}' = (L', \nu') \). The following hold:

(i) \( \tau \) induces a monoid homomorphism \( \tau : \Sigma_{\mathcal{L}} \rightarrow \Sigma_{\mathcal{L}'} \). More concretely, for each \( \sigma \in \Sigma_{\mathcal{L}} \), let \( \sigma' \) be the substitution uniquely determined by the map \( \tau \circ \sigma |_{\text{Var}} \in \text{Fm}'_{\text{Var}} \). Then \( \tau \) is defined by \( \tau(\sigma) = \sigma' \).

(ii) \( \tau \) is injective (resp.: surjective) if and only if \( \tau \) is.

(iii) \( \tau \) commutes with the substitutions in \( \Sigma_{\mathcal{L}} \) in the following sense: \( \tau(\sigma(\varphi)) = (\tau(\sigma))(\tau(\varphi)) \) for all \( \sigma \in \Sigma_{\mathcal{L}} \) and \( \varphi \in \text{Fm} \).

**Proof.** (i) Obviously \( \tau(\text{id}_{\text{Fm}}) = \text{id}_{\text{Fm'}} \). Now let us show that \( \tau(\sigma_2 \circ \sigma_1) = \tau(\sigma_2) \circ \tau(\sigma_1) \) for all \( \sigma_1, \sigma_2 \in \Sigma_{\mathcal{L}} \). For every formula \( \varphi[x_1, \ldots, x_n] \in \text{Fm} \) in the variables \( x_1, \ldots, x_n \), set \( \tau(\varphi) = \psi'[x_1, \ldots, x_n] \). Note that \( \psi' \) is obtained from \( \varphi \) by replacing each connective \( f \in \mathcal{L} \) which occurs in \( \varphi \) by \( f' \in \mathcal{L'} \).

Let \( x \) be an arbitrary variable, and let \( \sigma_1, \sigma_2 \in \Sigma_{\mathcal{L}} \). Then \( \sigma_1(x) = \psi[x_1, \ldots, x_n] \) and \( \sigma_2(x) = \psi'[x_1, \ldots, x_n] \) \( (i = 1, \ldots, n) \), for suitable formulas \( \varphi, \psi, \psi' \in \text{Fm} \). Consider the formula in \( \sum_{i=1}^n k_i \) variables 

\[
\psi(\psi_1, \ldots, \psi_n)[x_1, \ldots, x_n] = \psi\left[\psi_1[x_1, \ldots, x_1k_1], \ldots, \psi_n[x_n, \ldots, x_nk_n]\right].
\]

Then the computation below establishes (i).

\[
\tau(\sigma_2 \circ \sigma_1) = \tau(\sigma_2 \circ \sigma_1)(x) = \tau(\sigma_2(\varphi[x_1, \ldots, x_n])) = \tau(\varphi'[x_1, \ldots, x_n]) = \tau(\varphi'[\psi_1[x_1, \ldots, x_1k_1], \ldots, \psi_n[x_n, \ldots, x_nk_n]]) = \psi'[\tau(\psi_1[x_1, \ldots, x_1k_1]), \ldots, \tau(\psi_n[x_n, \ldots, x_nk_n])].
\]

(ii) If \( \tau \) is injective (resp.: surjective), then \( \tau \) is obviously injective (resp.: surjective) too.

Conversely, if \( \tau \) is not injective, then there exist two different formulas \( \varphi, \psi \in \text{Fm} \) such that \( \tau(\varphi) = \tau(\psi) \). Therefore, if we consider the two substitutions \( \sigma_\varphi \) and \( \sigma_\psi \) that send a variable \( x \) respectively to \( \varphi \) and \( \psi \), and fix the elements of \( \text{Var} \setminus \{x\} \), we have two different substitutions whose images under \( \tau \) coincide. Hence \( \tau \) is injective if and only if \( \tau \) is injective. The fact that \( \tau \) is injective implies \( \tau \) surjective can be easily proved with an analogous argument.

(iii) Last property follows immediately from the definition of \( \tau \). \( \Box \)

Now that we know that any language translation induces a homomorphism between the substitution monoids of the same languages, we provide, as a next step, a characterization of homomorphisms between substitution monoids that are induced by language translations.

We first observe that, for any language \( \mathcal{L} \), the set \( V = \{ \sigma \in \Sigma_{\mathcal{L}} \mid \sigma |_{\text{Var}} \subseteq \text{Var} \} \) is the universe of a submonoid \( V \) of \( \Sigma_{\mathcal{L}} \). Furthermore, if \( V \) and \( V' \) are two such submonoids corresponding to the languages \( \mathcal{L} \) and \( \mathcal{L}' \), then \( V \cong V' \). In the sequel, we identify all these monoids and denote them by \( V \).

Let us also recall a notion from the theory of semigroups: if \( B \) is a subset of a monoid \( A \), an element \( a \in A \) is called right zero for \( B \) if \( ba = a \) for all \( b \in B \). The following result is trivial.

**Lemma 3.4.** Let \( A \) and \( A' \) be monoids, \( B \subseteq A \) and \( g : A \rightarrow A' \) a monoid homomorphism. If \( a \in A \) is a right zero for \( B \), then \( g(a) \) is a right zero for \( g[B] \) in \( A' \).
Theorem 3.5. Let \( h : \Sigma_L \rightarrow \Sigma_{L'} \) be a monoid homomorphism. Then \( h \) is induced by a language translation of \( L \) into \( L' \) if and only if it satisfies the following conditions:

(i) if \( \rho \) is an idempotent element of \( \Sigma_{L'} \), then \( h^{-1}(\rho) \) is either empty or is comprised of idempotent elements of \( \Sigma_L \);
(ii) \( h^{-1}(\sigma) = \{ \tau \} \), for all \( \sigma \in V \).

Proof. If \( h = \bar{\tau} \) for some translation \( \tau : \text{Fm} \rightarrow \text{Fm}' \), then it satisfies (ii) by Definition 3.1. To prevent any confusion, we remind the reader that we consider \( V \) as a common submonoid of \( \Sigma_L \) and \( \Sigma_{L'} \), and therefore we use the same symbol for two substitutions in \( \Sigma_L \) and \( \Sigma_{L'} \) that belong to \( V \).

In order to prove (i), let \( \rho \) be an idempotent element of \( \Sigma_{L'} \), \( \sigma \in \bar{\tau}^{-1}(\rho) \), and \( \varphi[x_1, \ldots, x_n] \in \sigma[\text{Fm}] \). It must be shown that \( \sigma(\varphi) = \varphi \). Since \( \tau \) is a translation, \( \bar{\tau}(\sigma)[\text{Var}] = \tau \circ \sigma[\text{Var}] = \rho[\text{Var}] \) (Lemma 3.3(i)), there exists \( \varphi'[x_1, \ldots, x_n] \in \rho[\text{Fm}'] \) such that \( \varphi' = \bar{\tau}(\varphi) \). The idempotency of \( \rho \) yields the equality \( \rho(\varphi') = \varphi' \), which implies that \( \rho(x_j) = x_j \) for all \( j \leq n \); that is, all variables occurring in \( \varphi' \) are fixed by \( \rho \). Thus, invoking again the equalities \( \bar{\tau}(\sigma)[\text{Var}] = \tau \circ \sigma[\text{Var}] = \rho[\text{Var}] \), we have that \( \sigma \) fixes all variables \( x_1, \ldots, x_n \). It follows that \( \sigma(\varphi) = \varphi \), and so \( \sigma \) is idempotent.

Conversely, let us assume that \( h \) satisfies (i) and (ii) and fix \( x \in \text{Var} \). For every \( \varphi \in \text{Fm} \), let \( \sigma_\varphi \in \Sigma_L \) be a substitution such that \( \sigma_\varphi(x) = \varphi \). Define \( \tau : \text{Fm} \rightarrow \text{Fm}' \) by \( \tau(\varphi) = h(\sigma_\varphi)(x) \).

Note that \( \tau \) is well defined. Indeed, let \( \sigma_\varphi, \sigma'_\varphi \in \Sigma_L \) such that \( \sigma_\varphi(x) = \sigma'_\varphi(x) = \varphi \) and let \( \kappa_x \) be the substitution that sends all variables to \( x \). Then \( \sigma_\varphi(x) = \sigma'_\varphi(x) = \varphi \) is equivalent to \( \sigma_\varphi \circ \kappa_x = \sigma'_\varphi \circ \kappa_x \) in \( \Sigma_L \). It follows that \( h(\sigma_\varphi) \circ \kappa_x = h(\sigma'_\varphi) \circ \kappa_x \). Note that \( \sigma(\varphi) = \varphi \) if and only if \( \sigma \circ \kappa_x = \sigma \). Therefore \( h(\sigma_\varphi) \circ \kappa_x \) contains variables \( x \) and \( \bar{\tau} \) must have a definable constant.

The case of unary connectives could be treated within the general case; nonetheless we prove it separately in order to give the reader a better clue of the argument.

Let \( f \) be a unary connective of \( L \) and \( \sigma_f \) a substitution that sends \( x \) to \( f(x) \). Now let us consider the following subset of \( V \):

\[ B = \{ \sigma \in V \mid \sigma(x) = x \text{ and } \sigma(y) \neq y, \forall y \in \text{Var} \setminus \{ x \} \}. \]

Such a set is easily seen to be non-empty and it is clear that \( \sigma_f \circ \kappa_x \) (i.e., the substitution that sends all variables to \( f(x_1, \ldots, x_n) \)) is a right zero for \( B \), hence \( \sigma \circ \sigma_f \circ \kappa_x = \sigma_f \circ \kappa_x \) for all \( \sigma \in B \). Then, if \( B' = h[B] \), by Lemma 3.4, \( h(\sigma_f) \circ \kappa_x \) is a right zero for \( B' \), which means essentially that \( \tau(\sigma_f)(x) \) contains at most the unique variable \( x \). On the other hand, if \( \tau(\sigma_f)(x) \) is a constant, then \( h(\sigma_f) \circ \kappa_x \) is an idempotent element of \( \Sigma_{L'} \), while, for any \( y \in \text{Var} \), \( (\sigma_f \circ \kappa_x \circ \sigma_f \circ \kappa_x)(y) = f(f(x)) \neq f(f(x)) = (\sigma_f \circ \kappa_x)(y) \), i.e., \( \sigma_f \circ \kappa_x \) is not idempotent. But this is impossible by hypothesis (i); so \( \tau(\sigma_f)(x) \) cannot be a constant, and therefore it is a formula in the simple variable \( x \).

Now let \( f \) be a connective of arity \( n > 1 \) and \( \sigma_f \) be the substitution that sends \( x \) to \( f(x_1, \ldots, x_n) \), with \( x, x_1, \ldots, x_n \) distinct variables, and acts like the identity on \( \text{Var} \setminus \{ x \} \); let also \( X = \text{Var} \setminus \{ x_1, \ldots, x_n \} \) and consider the subset \( B \) of \( V \) defined by

\[ B = \{ \sigma \in V \mid \sigma(x_i) = x_i, \forall i = 1, \ldots, n \text{ and } \sigma(y) \neq y, \forall y \in X \}. \]

\( B \) is clearly non-empty and \( \sigma_f \circ \kappa_x \) (i.e., the substitution sending all variables to \( f(x_1, \ldots, x_n) \)) is a right zero for \( B \), hence \( \sigma \circ \sigma_f \circ \kappa_x = \sigma_f \circ \kappa_x \) for all \( \sigma \in B \). As in the case of unary connectives, if \( \sigma' = h[\sigma_f] \), by Lemma 3.4, \( h(\sigma_f) \circ \kappa_x \) is a right zero for \( B' \), which means that \( \tau(\sigma_f)(x) \) contains at most the variables \( x_1, \ldots, x_n \). Assuming that there exists \( i \leq n \) such that \( x_i \) is not in \( \tau(\sigma_f)(x) \), we can consider the substitution \( \sigma \) that sends \( x_i \) to \( x \) and acts as the identity on \( \text{Var} \setminus \{ x \} \). Then \( h(\sigma_f) \circ \sigma \circ \sigma_f \circ \kappa_x \) is easily seen to be idempotent while \( \sigma_f \circ \sigma \circ \sigma_f \circ \kappa_x \) is not. Again, this is impossible by (i), therefore \( \tau(\sigma_f)(x) \) contains precisely the variables \( x_1, \ldots, x_n \).

Now we must prove that \( \tau \) is a language translation and \( h = \bar{\tau} \). Condition (i) of Definition 3.1 is an obvious consequence of hypotheses (i) and (ii): for any variable \( y \), \( \tau(y) = h(\kappa_y)(x) = \kappa_y(x) = y \). Regarding Definition 3.1(ii), we observe that, for any connective \( f \in L \), \( \tau(f(x_1, \ldots, x_n)) \) is a formula \( f'(x_1, \ldots, x_n) \) in the variables \( x_1, \ldots, x_n \). So, let \( \varphi_1, \ldots, \varphi_n \in \text{Fm} \) and \( \sigma \in \Sigma_L \) be the substitution that sends \( x_i \) to \( \varphi_i \), for all \( i = 1, \ldots, n \); we have \( \tau(\varphi_i) = \tau(\sigma \circ \kappa_{x_i}(x)) = h(\sigma \circ \kappa_{x_i}) \), for all \( i \leq n \), whence

\[ \tau(f(\varphi_1, \ldots, \varphi_n)) = h(\sigma \circ \sigma_f)(x) = h(\sigma \circ h(\sigma_f)(x)) = f'(h(\sigma(x_1), \ldots, h(\sigma)(x_n))) = f'(h(\sigma \circ \kappa_{x_1}(x)), \ldots, (h(\sigma \circ \kappa_{x_n})(x)) = f'(\tau(\varphi_1), \ldots, \tau(\varphi_n)). \]

---

4 We observe explicitly that, in order to define constants, a language must have at least a primitive constant.
Last we must show that \( h = \xi \). Since substitutions are completely and univocally determined by their restriction to \( \text{Var} \), we can represent any \( \sigma \in \Sigma_L \) by the family \( [\sigma \circ \kappa_1 \circ \kappa_x]_{x \in \text{N}} = \{h(\sigma)_{x \in \text{N}} \} \). Then \( h(\sigma) \) is completely determined by

\[
\{h(\sigma)(x_i)\}_{i \in \text{N}} = \{h(\sigma \circ \kappa_1 \circ \kappa_x)\}_{i \in \text{N}} = \{h(\sigma) \circ \kappa_1 \circ \kappa_x\}_{i \in \text{N}} = \tau \circ \sigma|_{\text{Var}},
\]

that is, \( h = \xi \). The theorem is proved. \( \square \)

**Theorem 3.6.** Let \( \tau : \mathcal{L} \longrightarrow \mathcal{L}' \) be a translation. Then \( \tau : \Sigma_L \longrightarrow \Sigma_{L'} \) is a monoid retraction if and only if \( \tau \) is onto.

**Proof.** By Lemma 3.3(ii), \( \tau \) is onto if and only if \( \xi \) is onto, hence we need to prove that \( \xi \) is a retraction if and only if it is onto. One implication is trivial, namely, a retraction in a concrete category has a surjective underlying map.

Now assume \( \tau \) to be surjective. By Definition 3.1, for any connective \( f \) of \( \mathcal{L} \), \( \tau(f(x_1, \ldots, x_n)) \) contains at least one connective of \( \mathcal{L}' \). Therefore, for any formula \( \varphi \in \text{Fm} \), the number of connectives in \( \tau(\varphi) \) is necessarily greater than or equal to the number of connectives in \( \varphi \). So, since \( \tau \) is onto, for any connective \( f' \in \mathcal{L}' \) there exists a connective \( f \in \mathcal{L} \) having the same arity of \( f' \) and such that (with an abuse of notation) \( \tau(f) = f' \). Then we can define a translation \( \tau' : \mathcal{L}' \longrightarrow \mathcal{L} \) by mapping each \( f' \in \mathcal{L}' \) in such an \( f \in \mathcal{L} \) and extending such a map recursively according to Definition 3.1. It is immediate to verify that \( \tau \circ \tau' = \text{id}_{\Sigma_{L'}} \) and therefore \( \tau \circ \tau' = \text{id}_{\Sigma_{L'}}. \) \( \square \)

We close this section by extending Definition 1.4(i)-(iv) to the case of consequence relations that are action-invariant w.r.t. actions from different monoids and, therefore, to the case of systems with different underlying languages by virtue of Lemma 3.3.

**Definition 3.7.** Let \( A \) and \( B \) be monoids, \( S \) an \( A \)-set, \( T \) a \( B \)-set, and \( \triangleright_S \) and \( \triangleright_T \) two action-invariant consequence relations on \( S \) and \( T \) respectively.

A map \( \iota : S \longrightarrow \mathcal{P}(T) \) is said to be action-invariant via the monoid homomorphism \( h \) (h-action-invariant, for short) if there exists a monoid homomorphism \( h : A \longrightarrow B \) such that \( \iota(a : x) = h(a) \triangleright_T \iota(x) \) for all \( a \in A \) and \( x \in S \).

A map \( \iota : S \longrightarrow \mathcal{P}(T) \) is called an interpretation (resp.: a representation) via \( h \) of \( \triangleright_S \) in \( \triangleright_T \) if it is a weak interpretation (resp.: weak representation) and \( h \) is action-invariant for some monoid homomorphism \( h \).

A similarity given by two weak representations \( \iota : S \longrightarrow \mathcal{P}(T) \) and \( \iota' : T \longrightarrow \mathcal{P}(S) \) is called an equivalence via \( h \) and \( k \) if there exist two monoid homomorphisms \( h : A \longrightarrow B \) and \( k : B \longrightarrow A \) such that \( \iota \) is \( h \)-action-invariant and \( \iota' \) is \( k \)-action-invariant.

4. Some preliminaries on quantales and quantale modules

It is known that an efficient abstract algebraic representation for a propositional deductive system is that of a quantale module [13,29]. Indeed, as we are going to see, in such a representation consequence relations are easily described as congruences and consequence operators are precisely the nuclei on quantale modules, i.e. special closure operators whose definition will be recalled in this section. The details of this representation shall be recalled in the next section; here, as a preliminary step, we recall the notions and results on quantales and their modules that we will need.

If \( (X, \leq) \) and \( (Y, \leq) \) are two posets, a map \( f : X \longrightarrow Y \) is said to be residuated provided there exists a map \( g : Y \longrightarrow X \) such that, for all \( x \in X \) and for all \( y \in Y \), \( f(x) \leq y \) if and only if \( x \leq g(y) \). It is immediate to verify that the map \( g \) is uniquely determined; we call it the residual map or the residuum of \( f \), and denote it by \( f_* \). The pair \((f, f_*)\) is said to be adjoint or to form a Galois connection between \( X \) and \( Y \).

We also recall that the category \( \text{Sl} \) of sup-lattices have complete lattices as objects and residuated maps (or, that is the same, maps preserving arbitrary joins) as morphisms. For any set \( S \), the free sup-lattice over \( S \) is \( \langle \mathcal{P}(S), \bigcup \rangle \) equipped with the singleton map, that is, with the map which sends each \( x \in S \) to its corresponding singleton in \( \mathcal{P}(S) \).

A map \( y : X \longrightarrow X \) is called a closure operator if it is order preserving, extensive and idempotent. It is well known that a map \( f : X \longrightarrow Y \) is residuated if and only if it preserves all existing joins. Moreover, its residuum \( f_* \) preserves all existing meets and \( y = f_* \circ f \) is a closure operator on \( X \).

**Definition 4.1.** A (unital) quantale is a monoid in the category of sup-lattices. In other words, a quantale is an algebraic structure \( Q = (Q, \cdot, \vee, 1) \) such that

- (Q1) \( (Q, \vee) \) is a sup-lattice,
- (Q2) \( (Q, \cdot, 1) \) is a monoid,
- (Q3) the multiplication distributes over arbitrary joins both from the left and from the right.

\( Q \) is said to be commutative if so is the multiplication and integral if \( 1 = \vee Q \).

---

5 Note that the Axiom of Choice here is needed only in the case where \( \mathcal{L}' \) has infinitely many connectives.
A homomorphism between two quantales \( Q \) and \( R \) is a map \( f : Q \to R \) that preserves arbitrary joins and the monoid structure. So, in particular, a quantale homomorphism is a residuated monoid homomorphism and the map \( \gamma := f_* \circ f : Q \to R \) is a closure operator with the following additional property: \( \gamma(a) \gamma(b) \leq \gamma(ab) \). An operator with these features is also called quantic nucleus and induces a quantale structure on its image by setting, for all \( a, b \in \gamma(Q) \) and \( X \subseteq \gamma(Q) \),

\[
\gamma \left( \bigvee X \right) = \gamma \left( \bigvee \gamma(X) \right) \quad \text{and} \quad a \cdot \gamma b = \gamma(ab).
\]

We refer the reader to [20,28] for further information on quantales.

**Definition 4.2.** Let \( Q \) be a quantale. A \( Q \)-module \( M \), or a module over \( Q \), is a sup-lattice \( (M, \vee) \) endowed with an external binary operation, called scalar multiplication, \( \cdot : (Q \times M) \to M \) such that the following conditions hold:

\begin{align*}
(M1) \quad & (ab) \cdot x = a \cdot (b \cdot x), \quad \text{for all } a, b \in Q \text{ and } x \in M; \\
(M2) \quad & \text{the external product distributes over arbitrary joins both in } Q \text{ and } M, \quad \text{i.e., for all } A \subseteq \gamma(Q) \text{ and for all } X \subseteq \gamma(M) \\
& - a \cdot \bigvee X \vee (a \cdot \gamma y) | y \in X), \\
& - (\bigvee A) \cdot x = \bigvee \{b \cdot \gamma x | b \in A\}; \\
(M3) \quad & 1 \cdot x = x.
\end{align*}

Condition (M2) can be expressed, equivalently, as follows:

\[ (M2') \quad \text{The scalar multiplication is residuated with respect to the lattice order in } Q, \text{ and a map from } M \times M \text{ to } Q: \]

\[
\begin{align*}
\setminus : (a, x) \in Q \times M & \mapsto a \setminus x = (a \cdot \setminus) (x) \in M, \\
/ : (x, y) \in M \times M & \mapsto x / y = (\setminus \cdot) (y) \in Q.
\end{align*}
\]

Let \( Q \) be a quantale and \( X \) be an arbitrary non-empty set. We can consider the sup-lattice \( \langle Q^X, \vee \rangle \), with pointwise defined join, and define a scalar multiplication in \( Q^X \) as follows:

\[ \cdot : (a, f) \in Q \times Q^X \mapsto a \cdot f \in Q^X, \]

with the map \( a \cdot f \) defined as \( (a \cdot f) (x) = a \cdot f (x) \) for all \( x \in X \). Then \( Q^X \) is a left \( Q \)-module — denoted by \( Q^X \) — and, for all \( a \in Q, f \in Q^X \) and \( x \in X \), \( (a \subseteq f) (x) = a \subseteq f (x) \). It is well known that, if \( 1 \neq \bot \in Q \), \( Q^X \) is the free \( Q \)-module over \( X \). In what follows, for any subset \( S \) of \( Q \), we shall denote by \( Q \cdot S \) the submodule of \( Q^X \) generated by \( S \).

Let \( A = (A, \cdot, 1) \) be a monoid. Then \( \mathcal{P}(A) = (\mathcal{P}(A), \cup, \{1\}) \) is a quantale, with the multiplication defined by \( BC = \{bc | b \in B, c \in C\} \), for all \( B, C \subseteq A \). It is in fact the free quantale over the monoid \( A \). Indeed, looking at \( Q \) as a concrete category over the one of monoids \( M \), such a construction defines a functor which is easily seen to be left adjoint to the forgetful functor from \( Q \) to \( M \).

Now let \( S \) be an \( A \)-set. Then the sup-lattice \( \mathcal{P}(S) = (\mathcal{P}(S), \cup) \) is a \( \mathcal{P}(A) \)-module with the scalar multiplication defined by \( B \cdot X = \{b \cdot x | b \in B, x \in X\} \), for all \( B \subseteq A \) and for all \( X \subseteq S \). Indeed it is easy to see that such an operation preserves arbitrary unions in both arguments.

The definition and properties of right \( Q \)-modules are completely analogous. If \( Q \) is commutative, the concepts of right and left \( Q \)-modules coincide and we will say simply \( Q \)-modules. If a sup-lattice \( M \) is both a left \( Q \)-module and a right \( R \)-module — over two given quantales \( Q \) and \( R \) — we will say that \( M \) is a \((Q, R)\)-bimodule if the following associative law holds:

\[ (a \cdot Q) \cdot b = a \cdot (Q \cdot b), \quad \text{for all } a \in M, a \in Q, \ b \in R. \]

**Definition 4.3.** A \( Q \)-module nucleus \( \gamma \) over \( M \) is a closure operator such that \( a \cdot \gamma (x) \leq \gamma (a \cdot x), \) for all \( a \in Q \) and \( x \in M \). If \( \gamma \) is a nucleus, we will denote by \( M_{\gamma} \) the \( \gamma \)-closed system \( \gamma (M) \), and it is easy to see that \( M_{\gamma} \) is closed under arbitrary meets; moreover, \( M_{\gamma} \) is a left \( Q \)-module itself, as shown in Theorem 4.4.

**Remark.** Henceforth, in all the definitions and results that can be stated both for left and right modules, we will refer generically to "modules" — without specifying left or right — and will use the notations of left modules.

If \( M \) and \( N \) are modules over the same quantale \( Q \), a map \( f : M \to N \) is a \( Q \)-module homomorphism if it is a sup-lattice homomorphism, i.e., a residuated map, and preserves the scalar multiplication: \( f(a \cdot_M x) = a \cdot_N f(x) \) for all \( a \in Q \) and \( x \in M \).
Theorem 4.4. (See [13,]) Let $Q$ be a quantale, $M$ and $N$ $Q$-modules, and $f \in \text{hom}_Q(M, N)$. Then $f_\gamma \circ f$ is a nucleus on $M$.

Conversely, if $\gamma$ is a nucleus on $M$, then $M_\gamma -$ with the join $\vee_\gamma = \gamma \circ \vee$ and the external product $\cdot_\gamma = \gamma \circ \cdot$ is a $Q$-module (denoted by $M_\gamma$), and there exists $f_\gamma \in \text{hom}_Q(M, M_\gamma)$ such that $f_\gamma \circ f_\gamma = \gamma$.

For further insights on algebraic and categorical properties of quantale modules the reader may refer to [24,29–31].

5. Interpretations between systems with the same language

As we pointed out in the previous section, if $A$ is a monoid and $S$ is an $A$-set, $\mathcal{P}(A)$ is a quantale and $\mathcal{P}(S)$ is a $\mathcal{P}(A)$-module. As a consequence of this simple observation, Lemma 1.2, and condition (10), we obtain the following immediate result.

Proposition 5.1. Let $A$ be a monoid and $S$ an $A$-set. If $\vdash$ is an action-invariant consequence relation on $S$, then the map

$$\gamma_\vdash : X \in \mathcal{P}(S) \mapsto \{ u \in S \mid X \vdash u \} \in \mathcal{P}(S)$$

(16)

is a $\mathcal{P}(A)$-module nucleus on $\mathcal{P}(S)$. Conversely, if $\gamma$ is a $\mathcal{P}(A)$-module nucleus on $\mathcal{P}(S)$, the relation $\vdash_\gamma \subseteq \mathcal{P}(S) \times S$ defined by

$$X \vdash_\gamma u \iff u \in \gamma(X)$$

(17)

is an action-invariant consequence relation on $S$.

Specializing Proposition 5.1 to the concrete case of a substitution invariant deductive system $(S, \vdash)$ over a set of sequents on a given language $L$, we have that $\mathcal{P}(S)$ is a $\mathcal{P}(\Sigma_L)$-module and the consequence relations on $S$ are in one-to-one correspondence with the $\mathcal{P}(\Sigma_L)$-module nuclei on $\mathcal{P}(S)$ or, equivalently by Theorem 4.4, with the quotients of such a module.

In [13], Galatos and Tsinakis used this approach\(^6\) to show that, given two substitution invariant deductive systems $(S, \vdash_S)$ and $(T, \vdash_T)$ over a given language $L$, the fact that the $\mathcal{P}(\Sigma_L)$-modules $\mathcal{P}(S)_{\vdash_S}$ and $\mathcal{P}(T)_{\vdash_T}$ are isomorphic is a necessary and sufficient condition for the existence of an equivalence between the two corresponding deductive systems. This result is a consequence of the following Propositions 5.2, 5.3, and 5.4, and we will extend it to interpretations and representations in Theorem 5.5.

Proposition 5.2. A $Q$-module $M$ is cyclic and projective if and only if it is isomorphic to the module $Q \cdot u$ for some multiplicatively idempotent element $u$ of $Q$.

Proof. The assertion is simply a reformulation of the equivalence between conditions 4 and 5 of [13, Theorem 5.7]. \(\square\)

Proposition 5.3. Let $(M_i)_{i \in I}$ be a family of $Q$-modules. The (co)product $M$ of the family $(M_i)_{i \in I}$ is projective if and only if $M_i$ is projective for all $i \in I$.

Proof. One implication is a consequence of the fact that product and coproduct of the same family of modules have the same underlying object, namely, the direct product with pointwise defined operations, and therefore each $M_i$ is a retract of $M$. The converse implication is proved in [13, Lemma 5.12]. \(\square\)

Proposition 5.4. For any propositional language $L$, if $S$ is a set of sequents of a single type, then $\mathcal{P}(S)$ is a cyclic projective $\mathcal{P}(\Sigma_L)$-module, if $S$ has more than one type, then $\mathcal{P}(S)$ is the coproduct of cyclic projective modules. In particular $\mathcal{P}(S)$ is always a projective module.

Proof. See Corollary 5.9 and Theorem 5.13 of [13]. \(\square\)

In particular Proposition 5.4 asserts that $\mathcal{P}(\text{Fm})$ and $\mathcal{P}(\text{Eq})$ are cyclic projective modules over $\mathcal{P}(\Sigma_L)$.

The next result is a fairly easy consequence of the results of [13, Sections 5 and 6]. The proof for the case of equivalences is omitted because it can be found in the same paper, although differently presented.

Theorem 5.5. Let $L$ be a propositional language, $S = (S, \vdash_S)$ and $T = (T, \vdash_T)$ deductive systems over the sets of sequents $S$ and $T$ respectively, and $\gamma = \gamma_{\vdash_S}$ and $\delta = \gamma_{\vdash_T}$. Then $S$ is interpretable in $T$ (resp.: representable in, equivalent to) $T$ if and only if there exists a $\mathcal{P}(\Sigma_L)$-module homomorphism (resp.: injective homomorphism, isomorphism) $f : \mathcal{P}(S)_{\gamma} \longrightarrow \mathcal{P}(T)_{\delta}$.

---

\(^6\) Actually they did not use exactly the notation and terminology of quantales and quantale modules but the categories they introduced are precisely the same.
Proof. \((\Longrightarrow)\) Let \(\iota : S \rightarrow \mathcal{P}(T)\) be an interpretation. We define
\[
f : \mathcal{P}(S) \rightarrow \mathcal{P}(T)_{\delta}
\]
by
\[
f(\gamma(\Phi)) = \delta(\iota[\Phi]). \quad \text{for all } \Phi \in \mathcal{P}(S).
\]
If \(\Phi, \Psi \in \mathcal{P}(S)\) are such that \(\gamma(\Phi) = \gamma(\Psi)\), then \(\Phi \models \Sigma \subseteq \gamma(\Psi)\), hence \(\iota[\Phi] \models T \models \Sigma\) which means that \(\delta(\iota[\Phi]) \subseteq \delta(\iota[\Psi])\). The converse inclusion can be proved analogously, so \(\delta(\iota[\Phi]) = \delta(\iota[\Psi])\) and \(f\) is a well-defined function. Let now \(\{\Phi_i\}_{i \in I} \subseteq \mathcal{P}(S)\). We have
\[
f\left(\bigvee_{i \in I} \gamma(\Phi_i)\right) = f\left(\gamma\left(\bigcup_{i \in I} \Phi_i\right)\right)
= \delta\left(\bigcup_{i \in I} \iota[\Phi_i]\right) = \delta\left(\bigvee_{i \in I} \iota[\Phi_i]\right)
= \bigvee_{i \in I} \delta(\iota[\Phi_i]) = \bigvee_{i \in I} f(\gamma(\Phi_i)).
\]
Then \(f\) is a sup-lattice homomorphism.

Last we need to prove that \(f\) is a \(\mathcal{P}(\Sigma_{\mathcal{L}})\)-module homomorphism, so let \(\Sigma \in \mathcal{P}(\Sigma_{\mathcal{L}})\) and \(\Phi \in \mathcal{P}(S)\). We have
\[
f(\Sigma \cdot \gamma(\Phi)) = f(\gamma(\Sigma \cdot \Phi)) = \delta(\iota[\Sigma \cdot \Phi])
= \delta(\Sigma \cdot \iota[\Phi]) = \Sigma \cdot \delta(\iota[\Phi])
= \Sigma \cdot f(\gamma(\Phi)).
\]
Now, let us assume that \(\iota\) is a representation. In order to prove that \(f\) is injective, let us consider \(\Phi, \Psi \in \mathcal{P}(S)\) such that \(\gamma(\Phi) \neq \gamma(\Psi)\); we can assume, without losing generality, that there exists \(\varphi \in \gamma(\Phi) \setminus \gamma(\Psi)\). Then \(\Psi \not\models \varphi\), hence \(\iota[\Psi] \not\models \iota(\varphi)\) by (12). It follows that \(f(\gamma(\Phi)) \neq f(\gamma(\Psi))\) and therefore \(f\) is injective.

The case of equivalence follows immediately from the one of representation and (13).

\((\Longleftarrow)\) Conversely, let us assume the existence of \(f\) and consider the following diagram of \(\mathcal{P}(\Sigma_{\mathcal{L}})\)-module morphisms
\[
\begin{array}{ccc}
\mathcal{P}(S) & \xrightarrow{\gamma} & \mathcal{P}(T) \\
\mathcal{P}(S)_{\delta} \xrightarrow{\delta} & \xrightarrow{f} & \mathcal{P}(T)_{\delta},
\end{array}
\]
which can be completed with a morphism \(g\) because \(\mathcal{P}(S)\) is a projective module by Proposition 5.4. Moreover, since powersets are free sup-lattices, \(g\) is uniquely determined by its restriction to the singletons, that is, by the map \(\iota : \varphi \in S \mapsto g(\{\varphi\}) \in \mathcal{P}(T)\), and such a map is obviously action-invariant.

Now let \(\Phi \cup \{\psi\} \subseteq S\). By definition \(\Phi \vdash \Sigma \psi\) iff \(\Sigma \psi \subseteq \gamma(\Phi)\). So \(\gamma(\{\psi\}) \subseteq \gamma(\Phi)\) and therefore \(f(\gamma(\{\psi\})) = \delta(g(\{\psi\})) = \delta(g(\Phi)) = f(\gamma(\Phi))\). Hence \(\iota[\Phi] \models T \models (\psi)\), i.e. \(\iota\) is an interpretation. Moreover, if \(f\) is injective we have: \(\gamma(\{\psi\}) \subseteq \gamma(\Phi)\) iff \(f(\gamma(\{\psi\})) = \delta(g(\{\psi\})) = f(\gamma(\Phi))\) iff \(\iota[\Phi] \models T \models (\psi)\), that is, \(\iota\) is a representation. Last, if \(f\) is an isomorphism with inverse \(f^{-1}\), we can use these two isomorphisms and proceed as above in order to define \(\iota\) and \(\iota'\) in such a way that Definition 1.4(iv) is satisfied.

The theorem is proved. \(\Box\)

6. Restriction and extension of scalars

In Section 3 we defined translations between propositional languages; we also proved that any translation induces a homomorphism between the substitution monoids of the two languages (Lemma 3.3) and, conversely, a monoid homomorphism between monoids of substitutions is induced by a language translation if and only if it satisfies certain conditions (Theorem 3.5).

As already pointed out, any monoid homomorphism \(f : A \rightarrow B\) extends to a unique quantale homomorphism \(h_f : \mathcal{P}(A) \rightarrow \mathcal{P}(B)\); therefore a language translation from \(\mathcal{L}\) to \(\mathcal{L}'\), in the algebraic representation introduced in the previous section, can be viewed as a quantale morphism between \(\mathcal{P}(\Sigma_{\mathcal{L}})\) and \(\mathcal{P}(\Sigma_{\mathcal{L}'})\).

It is well known in ring theory that a homomorphism between two rings canonically induces a functor (in the opposite direction) between the corresponding categories of modules. In this section we shall extend such a construction and its
properties to quantales. Most of the results on tensor products we are going to present in this section already appeared in [29]. Moreover, some of them are analogous to the corresponding classical results (not only in ring theory) [2,16,21] or can be deduced as special cases of more general ones obtained either in the general categorial setting [17,18] or – more recently – in the context of quantaloids [12]. Nonetheless, all the proofs presented are necessary for the sake of readability. Indeed, the proof of Theorem 6.8 and the applications presented in Section 7 need some technical details which appear here and there in those proofs.

Lemma 6.1. Let Q and R be quantales and h : Q ⏝ R a quantale homomorphism. Then h induces a structure of Q-module on each R-module; in particular, h induces structures of Q-bimodule, R-Q-bimodule and Q-R-bimodule on R itself. Moreover, w.r.t. such a structure of Q-module on R and the one of free cyclic Q-module on Q, h is also a Q-module homomorphism.

Proof. Let N = ⟨N, \vee⟩ be an R-module. It is easy to verify that
\[ \cdot_h : (a, x) \in Q \times N \mapsto h(a) \cdot x \in N \] (20)
makes N into a Q-module, henceforth denoted by N_h. Since R is a bimodule over itself, the second part of the assertion follows immediately.

Last, for any a, b ∈ Q, h(ab) = h(a)h(b) = a \cdot h(b), hence h is a Q-module homomorphism between Q and R_h. \(\Box\)

The operation performed in (20) is well known in the theory of ring modules as restricting the scalars along h (see, e.g., [2]). In fact it defines a faithful functor
\[ (\cdot)_h : \text{R-Mod} \longrightarrow \text{Q-Mod} \]
\[ N \mapsto N_h \] (21)
having both a right and a left adjoint. This property was proved to hold for commutative quantales by Joyal and Tierney [16]. In the general case, however, the situation is precisely the same, as we are going to show.

Definition 6.2. Let Q be a quantale, \(M_1 = \langle M_1, \vee_1 \rangle\) a right Q-module, \(M_2 = \langle M_2, \vee_2 \rangle\) a left Q-module, and \(L = \langle L, \vee \rangle\) a sup-lattice. Then \(M_1 \times M_2\) is a Q-bimodule, where the join is defined componentwise, and left and right scalar multiplications are defined, for all \((x, y) \in M_1 \times M_2\) and \(a \in Q\), respectively as follows:

\[ a \cdot (x, y) = (x, a \cdot_2 y), \]
\[ (x, y) \cdot_1 a = (x \cdot_1 a, y). \]

A map \(f : M_1 \times M_2 \longrightarrow L\) is said to be a Q-bimorphism if it preserves arbitrary joins in each variable separately

\[ f \left( \bigvee_{x \in X} (x, y) \right) = \bigvee_{x \in X} f(x, y), \]
\[ f(x, \bigvee_{y \in Y} (x, y)) = \bigvee_{y \in Y} f(x, y), \]

and
\[ f(x, a \cdot_2 y) = f(x, a \cdot_1 y). \] (22)

The tensor product \(M_1 \otimes_Q M_2\) of the Q-modules \(M_1\) and \(M_2\), is the codomain of the universal Q-bimorphism \(M_1 \times M_2 \longrightarrow M_1 \otimes_Q M_2\). In other words, we call tensor product of \(M_1\) and \(M_2\) a sup-lattice \(M_1 \otimes_Q M_2\) equipped with a Q-bimorphism \(\tau : M_1 \times M_2 \longrightarrow M_1 \otimes_Q M_2\) such that, for any sup-lattice \(L\) and any Q-bimorphism \(f : M_1 \times M_2 \longrightarrow L\), there exists a unique sup-lattice homomorphism \(k_f : M_1 \otimes_Q M_2 \longrightarrow L\) satisfying \(k_f \circ \tau = f\).

Theorem 6.3. Let \(M_1\) be a right Q-module and \(M_2\) a left Q-module. Then the tensor product \(M_1 \otimes_Q M_2\) of the Q-modules \(M_1\) and \(M_2\) exists. It is, up to isomorphisms, the quotient \(M_1 \times M_2 / f\eta\) of the sup-lattice coproduct of \(M_1\) and \(M_2\) with respect to the (sup-lattice) congruence relation generated by the set
\[ R = \left\{ ((\bigvee_{x \in X} (x, y)), x \in X, y \in Y) \mid X \subseteq M_1, Y \subseteq M_2, x \in M_1 \right\}. \] (23)
Lemma 6.5.

Let $L$ be any sup-lattice and $f : M_1 \times M_2 \to L$ be a $Q$-bimorphism. Then $f(\bigvee X, v) = \bigvee_{x \in X} f(x, v)$, $f(u, \bigvee Y) = \bigvee_{y \in Y} f(u, y)$ and $f(u \cdot a, v) = f(u, a \cdot v)$, for all $X \cup \{u\} \subseteq M_1$, $Y \cup \{v\} \subseteq M_2$, and $a \in Q$. Hence the kernel of $f$ contains $R$ and once denoted by $T$ the quotient sup-lattice $M_1 \times M_2 / \theta_R$ and by $\pi$ the canonical quotient morphism of $M_1 \times M_2$ over it – the map

$$k_f : x/\theta_R \in T \mapsto f(x) \in L$$

is a well-defined sup-lattice homomorphism and $k_f \circ \pi = f$. So we extended the $Q$-bimorphism $f$ to a sup-lattice homomorphism $k_f$, and it is immediate to verify both that $\pi$ is a bimorphism and that such a $k_f$ is necessarily unique.

The following commutative diagram should better illustrate the construction:

$$\begin{array}{ccc}
M_1 \times M_2 & \xrightarrow{\pi} & T \\
\downarrow{f} & & \downarrow{k_f} \\
L & \xrightarrow{k_f} & L
\end{array}$$

(24)

It is important to remark explicitly that $R$ and $\pi$ depend neither on the sup-lattice $L$ nor on the $Q$-bimorphism $f$. So we proved that $\pi$ is the universal bimorphism whose domain is $M_1 \times M_2$, and that $T$ is its codomain, i.e., the tensor product $M_1 \otimes_Q M_2$ of the $Q$-modules $M_1$ and $M_2$. □

Every element of $M_1 \otimes_Q M_2$ is a congruence class $(x, y)/\theta_R (x \in M_1$ and $y \in M_2)$ or, that is the same, the image of a pair $(x, y)$ under $\pi$. We will denote such a congruence class by $x \otimes y$ and call it a $Q$-tensor or, if there will not be danger of confusion, simply a tensor.

Let now $Q$ and $R$ be two quantales, if $M_1$ is an $R$-$Q$-bimodule and $M_2$ is a left $Q$-module, then the tensor product $M_1 \otimes_Q M_2$ naturally inherits a structure of left $R$-module from the one defined on $M_1$:

$$\ast_1 : (b, x \otimes y) \in R \times (M_1 \otimes M_2) \mapsto (b \cdot_R x) \otimes y \in M_1 \otimes M_2,$$

Indeed it is trivial that $\ast_1$ distributes over arbitrary joins in both coordinates; on the other hand, the external associative law comes straightforwardly from the fact that $M_1$ is a left $R$-module. Analogously, if $M_1$ is a right $Q$-module and $M_2$ is a $Q$-$R$-bimodule, then the tensor product $M_1 \otimes_Q M_2$ is a right $R$-module with the scalar multiplication defined, obviously, as

$$\ast_2 : (x \otimes y, b) \in (M_1 \otimes M_2) \times R \mapsto x \otimes (y \cdot_R b) \in M_1 \otimes M_2.$$

The following Lemmas 6.4, 6.5, and 6.6 are not directly related to this work, but they are involved in the proof of Theorem 6.7. So we report them here and refer to the corresponding results of [29] for the proofs of the first two, which can be skipped without compromising the comprehension of the subsequent material.

Lemma 6.4. (See [29, Theorem 4.7.4].) Let $Q$ and $R$ be quantales. If $M_1$ is a $Q$-$R$-bimodule and $M_2$ is a left $Q$-module, then $\text{hom}_Q(M_1, M_2)$ is a left $R$-module with the external product $\ast_1$ defined, for $b \in R, h \in \text{hom}_Q(M_1, M_2)$ and $x \in M_1$, by

$$(b \ast_1 h)(x) = h(x \cdot_R b),$$

(25)

$\cdot_R$ denoting the right external product of $M_1$.

Analogously, if $M_1$ is an $R$-$Q$-bimodule and $M_2$ is a right $Q$-module, then $\text{hom}_Q(M_1, M_2)$ is a right $R$-module with the external product $\ast_2$ defined, for $b \in R, h \in \text{hom}_Q(M_1, M_2)$ and $x \in M_1$, by

$$(h \ast_2 b)(x) = h(b \cdot_R x),$$

(26)

$\cdot_R$ denoting the left external product of $M_1$.

Analogously we have

Lemma 6.5. (See [29, Theorem 4.7.6].) Let $Q$ and $R$ be quantales and let $M_1$ be an $R$-$Q$-bimodule, $M_2$ a left $Q$-module and $M_3$ a left $R$-module. Then, if we consider the left $R$-module $M_1 \otimes_Q M_2$ and the left $Q$-module $\text{hom}_R(M_1, M_3)$, we have

$$\text{hom}_R(M_1 \otimes_Q M_2, M_3) \cong_{St} \text{hom}_Q(M_2, \text{hom}_R(M_1, M_3)),$$

where $\cong_{St}$ means that they are isomorphic as sup-lattices.

Lemma 6.6. Let $Q$ be a quantale and $M$ be a $Q$-module. Then, considering $Q = (Q, \vee)$ as a module over itself, we have

$$\text{hom}_Q(Q, M) \cong_{St} M.$$
Proof. First of all we observe that, for any fixed \( x \in M \), the map \( f_x : a \in Q \mapsto a \cdot x \in M \) is trivially a \( Q \)-module homomorphism. Then we can consider the map \( \alpha : x \in M \mapsto f_x \in \text{hom}_Q(Q, M) \), which is clearly a sup-lattice homomorphism.

Let us also consider the map \( \beta : f \in \text{hom}_Q(Q, M) \mapsto f(1) \in M \). Again, it is immediate to verify that \( \beta \) is a sup-lattice homomorphism. But we also have

\[
(\alpha \circ \beta)(f)(a) = (\alpha(f(1)))(a) = f(f(1)a) = a \cdot f(1) = f(a),
\]
for all \( f \in \text{hom}_Q(Q, M) \) and \( a \in Q \), and

\[
(\beta \circ \alpha)(x) = \beta(f_x) = f_x(1) = 1 \cdot x = x,
\]
for all \( x \in M \).

Thus \( \alpha \circ \beta = \text{id}_{\text{hom}_Q(Q, M)} \) and \( \beta \circ \alpha = \text{id}_M \), i.e. \( \alpha \) is a sup-lattice isomorphism whose inverse is \( \beta \), and the thesis follows. \( \Box \)

As a consequence of the previous result, the \( Q \)-module structure defined on \( \text{hom}_Q(Q, M) \) by Lemma 6.4 is isomorphic to \( M \).

Let now \( Q \subseteq R \) be quantales. If \( M \) is a left \( Q \)-module, we can use the tensor product in order to extend the \( Q \)-module \( M \) to an \( R \)-module. Indeed, if we consider \( R \) as an \( R-Q \)-bimodule, the \( Q \)-tensor product \( R \otimes_Q M \) is a left \( R \)-module (hence, also a left \( Q \)-module).

Let \( x \in M \); for any \( a \in Q \),

\[
a \star (1 \otimes x) = a \otimes x = (1 \cdot a) \otimes x = 1 \otimes (a \cdot M x).
\]

So the set \( 1 \otimes Q M = \{ 1 \otimes x \mid x \in M \} \) – that clearly generates \( R \otimes_Q M \) as \( R \)-module – is a \( Q \)-submodule of \( R \otimes_Q M \), and a homomorphic image of \( M \). The map

\[
1 \otimes \iota_M : M \longrightarrow R \otimes_Q M
\]

\[
x \longmapsto 1 \otimes x
\]

is a \( Q \)-module homomorphism.

If \( M = Q^X \) is a free module, the tensor product is isomorphic to the free \( R \)-module over the same generating set: \( R \otimes_Q Q^X \cong R^X \). Indeed the map \( \varphi : (b, f) \in R \times Q^X \longmapsto (b \cdot f(x))_{x \in X} \in R^X \) is clearly a \( Q \)-bimorphism, and the homomorphism that extends \( \varphi \) to \( R \otimes_Q Q^X \) is

\[
k_\varphi : b \otimes f \in R \otimes_Q Q^X \longmapsto b \cdot f \in R^X.
\]

Then, setting

\[
\chi_x(y) = \begin{cases} 1 & \text{if } y = x \in X, \\ 0 & \text{otherwise}
\end{cases}
\]

for all \( x \in X \), it is easy to verify that \( k' : g \in R^X \longmapsto \bigvee_{x \in X} g(x) \otimes \chi_x \in R \otimes_Q Q^X \) is a homomorphism and it is the inverse of \( k_\varphi \). Every element of \( R \otimes_Q Q^X \) can be written in a unique way as \( \bigvee_{x \in X} b_x(1 \otimes \chi_x) \), i.e. \( R \otimes_Q Q^X \) is the free \( R \)-module generated by the set \( \{ 1 \otimes \chi_x \mid x \in X \} \), equivalent to \( X \).

In general, if \( M \) is a left \( Q \)-module, \( X \) is a set of generators for \( M \), and \( R \) is a quantale containing \( Q \), then the left \( R \)-module \( R \otimes_Q M \) is generated by \( 1 \otimes Q X = \{ 1 \otimes x \mid x \in X \} \).

Theorem 6.7. The functor \( (\cdot)_h \) defined in (21) has both a left adjoint \( (\cdot)_l^h \) and a right adjoint \( (\cdot)_r^h \).

Proof. For any \( M \in \text{Q-Mod} \), viewing \( R \) as an \( R-Q \)-bimodule, we can construct the tensor product \( R \otimes_Q M \) which is a left \( R \)-module. We claim that the left adjoint of \( (\cdot)_h \) is

\[
(\cdot)_l^h : \text{Q-Mod} \longrightarrow \text{R-Mod}
\]

\[
M \longmapsto R \otimes_Q M.
\]

In order to prove that, we need to show that there exists a natural bijection between \( \text{hom}_R(R \otimes_Q M, N) \) and \( \text{hom}_Q(M, N_h) \), for all \( M \in \text{Q-Mod} \) and \( N \in \text{R-Mod} \). The hom-set \( \text{hom}_R(R \otimes_Q M, N) \) is isomorphic, as a sup-lattice, to \( \text{hom}_Q(M, \text{hom}_R(R, N)) \), by Lemma 6.5; on the other hand, by Lemma 6.6, \( \text{hom}_R(R, N) \cong \text{St}_N \) and such an isomorphism is a \( Q \)-module isomorphism (with \( N_0 \) instead of \( N \)) for how the \( Q \)-module structure is induced on \( \text{hom}_R(R, N) \). Hence the two hom-sets are isomorphic sup-lattices, and \( (\cdot)_l^h \) is the left adjoint of \( (\cdot)_h \).

The right adjoint is defined by

\[
(\cdot)_r^h : \text{Q-Mod} \longrightarrow \text{R-Mod}
\]

\[
M \longmapsto \text{hom}_Q(Rh, M),
\]

(28)
where the left $R$-module structure on $\text{hom}_Q(R_h, M)$ is the one introduced in Lemma 6.4. This part of the proof is analogous to the case of $(\cdot)_h$.

Indeed, for any $Q$-module $M$ and any $R$-module $N$, by Lemma 6.5, $\text{hom}_R(N, M)_h$ — namely $\text{hom}_Q(N, \text{hom}_Q(R_h, M))$ — is isomorphic to $\text{hom}_Q(R \otimes R_N h, M)$ in $\mathcal{S}T$; on the other hand, since every tensor $b \otimes y \in R \otimes R_N$ can be rewritten in the form $1 \otimes b \cdot_N y$, such a tensor product is easily seen to be isomorphic to $N_h$. Therefore $\text{hom}_R(N, M)_h$ is a sup-lattice isomorphic to $\text{hom}_Q(N_h, M)$ and the theorem is proved.

**Theorem 6.8.** Let $h : Q \rightarrow R$ be an onto quantale homomorphism. Then the functor $(\cdot)_h$ is a full embedding and its left adjoint $R_h \otimes_Q -$ is, up to a natural isomorphism, its left inverse, i.e., $(\cdot)_h \circ (\cdot)_h$ is naturally isomorphic to $1_{\text{Mod}_R}$.

Moreover, if $h$ is a retraction with corresponding section $k, R_h \otimes_Q -$ and $(\cdot)_h$ are naturally isomorphic.

**Proof.** We already observed that the functor $(\cdot)_h$ is faithful for any quantale morphism $h$. If $h$ is onto, $(\cdot)_h$ is obviously injective on objects. Indeed, on the one hand, it does not affect the underlying sup-lattice structure; on the other hand, if $M$ and $M'$ are two different $R$-module structures with the same underlying sup-lattice $M$, then there exist $b \in R$ and $x \in M$ such that $b \cdot x \neq b \cdot' x$. Hence, for any $a \in h^{-1}(b) \neq \emptyset$, $a \cdot h x \neq a \cdot' h x$ and therefore $M_h \neq Q_{\text{Mod}} M'_h$. So $(\cdot)_h$ is a categorical embedding.

Moreover, for any $Q$-module homomorphism $f : M_h \rightarrow N_h$, the same underlying function is also an $R$-module homomorphism between $M$ and $N$, hence $f$ is the image under $(\cdot)_h$ of an $R$-module morphism, and this means that $(\cdot)_h$ is full.

Now let $N \in \text{Mod}_R$ and consider the $Q$-module morphism $1 \otimes - : y \in N_h \rightarrow 1 \otimes y \in R_h \otimes Q N_h$. It is easy to see that under the given hypotheses $1 \otimes -$ is a $Q$-module isomorphism, hence $(\cdot)_h \circ (\cdot)_h$ is naturally isomorphic to the identity functor $1_{\text{Mod}_R}$. In particular, if $R$ is a retract of $Q$ under $h$ and $k$, $(\cdot)_h k = (\cdot)_h \circ (\cdot)_h = 1_{\text{Mod}_R}$. So $(\cdot)_h$ is the left inverse of $(\cdot)_h$ and therefore it is naturally isomorphic to $R_h \otimes_Q -$.

**Theorem 3.5** provides a characterization of homomorphisms between substitution monoids which are induced by a language translation. If we look at the quantales of type $\mathcal{P}(\Sigma)$, a characterization of quantale homomorphisms induced by language translations immediately follows from **Theorem 3.5**. Indeed we just need to observe the following two facts:

- any quantale of substitutions contains a subquantale isomorphic to $\mathcal{P}(V)$, and
- for any monoid $A$, the completely join-prime elements of the quantale $\mathcal{P}(A)$ are precisely the singletons of elements of $A$.

**Corollary 6.9.** Let $h : \mathcal{P}(\Sigma_L) \rightarrow \mathcal{P}(\Sigma_{L'})$ be a quantale homomorphism. Then $h$ is induced by a language translation of $L$ in $L'$ if and only if it satisfies the following conditions:

(i) $h$ preserves the property of being completely join-prime;
(ii) if $\Sigma \in \mathcal{P}(\Sigma_L)$ is completely join-prime and multiplicatively idempotent, then $h^{-1}(\Sigma)$ is either empty or is comprised of completely join-prime idempotent elements of $\mathcal{P}(\Sigma_L)$;
(iii) $h^{-1}(\Sigma) = \{\Sigma\}$ for all $\Sigma \in \mathcal{P}(V)$.

In what follows, we shall call (quantale) translations all the homomorphisms, between any pair of quantales, satisfying the three conditions of Corollary 6.9. It is immediate to verify that the composition of two quantale translations is still a quantale translation.

**7. Interpretations between systems with different languages**

In the present section we apply the results of the previous one in order to characterize the various types of interpretations between propositional deductive systems over different languages.

**Theorem 7.1.** Let $S = (S, \vdash_S)$ and $T = (T, \vdash_T)$ be two propositional deductive systems on $L$ and $L'$ respectively. Then $S$ is interpretable (resp.: representable) in $T$ if and only if there exist a quantale translation $h : \mathcal{P}(\Sigma_L) \rightarrow \mathcal{P}(\Sigma_{L'})$ and a $\mathcal{P}(\Sigma_L)$-module morphism (resp.: an injective $\mathcal{P}(\Sigma_L)$-module morphism) $f : \mathcal{P}(S)_T \rightarrow (\mathcal{P}(T)_h)_h$.

**Proof.** Assume that $S$ is interpretable in $T$. By Definition 3.7, there exist a translation $\tau : L \rightarrow L'$ (which induces a monoid homomorphism $\tau : \Sigma_L \rightarrow \Sigma_{L'}$) and a $\tau$-action-invariant map $\iota$ such that (11) holds. Let $h : \mathcal{P}(\Sigma_L) \rightarrow \mathcal{P}(\Sigma_{L'})$ be the quantale translation determined by $\tau$ and let

$$f : \mathcal{P}(S)_T \rightarrow \mathcal{P}(T)_h$$

be defined as follows

$$f(\gamma(\Phi)) = \delta(\iota(\Phi)), \quad \text{for all } \Phi \in \mathcal{P}(S).$$

(29)
The fact that $f$ is a well-defined sup-lattice homomorphism can be proved exactly as in Theorem 5.5. In order to prove that it is also a $\mathcal{P}(\Sigma_L)$-module homomorphism between $\mathcal{P}(S)_\gamma$ and $(\mathcal{P}(T)_h)_\delta$, let $\Sigma \in \mathcal{P}(\Sigma_L)$ and $\Phi \in \mathcal{P}(S)$. We have

$$f(\Sigma \cdot \gamma(\Phi)) = f(\gamma(\Sigma \cdot \Phi)) = \delta(\iota(\Sigma \cdot \Phi)) = \delta(\iota(\Sigma \cdot \Phi)) = h(\Sigma) \cdot \delta(\iota(\Phi)) = h(\Sigma) \cdot \delta(\gamma(\Phi)) = \Sigma(h(\gamma(\Phi))).$$

Again as in Theorem 5.5, if $i$ is a representation it follows easily from (12) that $f$ is injective.

Conversely, let us assume the existence of $h$ and $f$. By Corollary 6.9 $h$ is the quantale homomorphism extending the monoid homomorphism $\tau : \Sigma_L \to \Sigma_{L'}$ induced by a language translation $\tau : \mathcal{Fm} \to \mathcal{Fm}'$. On the other hand we have the following diagram of $\mathcal{P}(\Sigma_L)$-module morphisms

$\mathcal{P}(S) \xrightarrow{\delta} \mathcal{P}(T)_h$ \hspace{10em} (30)

which can be completed with a morphism $g$ because $\mathcal{P}(S)$ is a projective module. Moreover, since powersets are also free sup-lattices, $g$ is uniquely determined by its restriction $i$ to the singletons. Therefore we have a translation $\tau$ and a $\tau$-action-invariant map $\iota$ satisfying (11) (resp. (12) if $f$ is injective), and the assertion is proved. $\square$

**Corollary 7.2.** Let $S = (S, \rightarrow_L)$ and $T = (T, \rightarrow_{L'})$ be two propositional deductive systems on $\mathcal{L}$ and $\mathcal{L}'$ respectively. Then $S$ and $T$ are equivalent if and only if there exist two quantale translations $h : \mathcal{P}(\Sigma_L) \to \mathcal{P}(\Sigma_{L'})$ and $k : \mathcal{P}(\Sigma_{L'}) \to \mathcal{P}(\Sigma_L)$ such that $\mathcal{P}(S)_\gamma \cong (\mathcal{P}(T)_h)_h$ in $\mathcal{P}(\Sigma_L)$-$\mathcal{M}$ and $(\mathcal{P}(S)_\gamma)_k \cong (\mathcal{P}(T)_h)_h$ in $\mathcal{P}(\Sigma_{L'})$-$\mathcal{M}$.

**Proof.** The assertion is an immediate consequence of Theorems 5.5 and 7.1. $\square$

The next result is an interesting application of Theorems 3.6 and 6.8.

**Theorem 7.3.** Let $S = (S, \rightarrow)$ and $T = (T, \rightarrow)$ be two propositional deductive systems on $\mathcal{L}$ and $\mathcal{L}'$ respectively, and $h : \mathcal{P}(\Sigma_L) \to \mathcal{P}(\Sigma_{L'})$ be a surjective translation.

Then $S$ and $T$ are equivalent (via $h$) if and only if $\mathcal{P}(S)_\gamma$ and $(\mathcal{P}(T)_h)_h$ are isomorphic $\mathcal{P}(\Sigma_L)$-modules.

**Proof.** One implication follows trivially from Corollary 7.2. Conversely, assume that $f : \mathcal{P}(S)_\gamma \to (\mathcal{P}(T)_h)_h$ is a $\mathcal{P}(\Sigma_L)$-module isomorphism with inverse $f^{-1}$, and consider the following diagrams

$$\mathcal{P}(S) \xrightarrow{\delta} \mathcal{P}(T)_h$$ \hspace{10em} (31)

$$\mathcal{P}(S)_\gamma \xrightarrow{f} (\mathcal{P}(T)_h)_h,$$

The existence of the morphism $g$ which makes the diagram (of $\mathcal{P}(\Sigma_L)$-modules) on the left commutative is guaranteed by the previous results. On the other hand, by Theorem 3.6 (applying also Corollary 6.9), $h$ is a retraction and therefore there exists a translation $k : \mathcal{P}(\Sigma_{L'}) \to \mathcal{P}(\Sigma_L)$ such that $h \circ k = id_{\mathcal{P}(\Sigma_{L'})}$. Since, by Theorem 6.8, $(\cdot)_h$ is a full embedding of $\mathcal{P}(\Sigma_{L'})$-$\mathcal{M}$ into $\mathcal{P}(\Sigma_L)$-$\mathcal{M}$, $f$ and $f^{-1}$ are also isomorphisms between the $\mathcal{P}(\Sigma_L)$-modules $(\mathcal{P}(S)_\gamma)_k$ and $(\mathcal{P}(T)_h)_h$. So the diagram on the right-hand side of (31) is a diagram of morphisms in $\mathcal{P}(\Sigma_{L'})$-$\mathcal{M}$ and the projectivity of the $\mathcal{P}(\Sigma_{L'})$-module $\mathcal{P}(T)$ ensures the existence of a morphism $g'$ which makes it commutative. Then the result follows from Corollary 7.2. $\square$

We conclude this section with the following characterization of weak interpretations, weak representations and similarities.

**Theorem 7.4.** Let $S = (S, \rightarrow)$ and $T = (T, \rightarrow)$ be two propositional deductive systems on $\mathcal{L}$ and $\mathcal{L}'$ respectively.

Then $S$ is weakly interpretable in (resp. weakly representable in, similar to) $T$ if and only if there exists a sup-lattice morphism (resp. injective morphism, isomorphism) $f : \mathcal{P}(S)_\gamma \to \mathcal{P}(T)_h$. 
8. Concluding remarks

The results of Sections 5 and 7 show that sup-lattices and quantale modules provide a good framework for an abstract approach to the comparison of propositional deductive systems. The notations used throughout the paper come from the theory of quantales and their modules, and therefore in some cases they may look less suggestive for the working logician. For this reason, it is worthwhile to remark once again that the sup-lattice $\mathcal{P}(S)_\gamma$ is nothing else than the lattice of theories $\text{Th}(\vdash\gamma)$ of the consequence relation $\vdash\gamma$.

On the side of Universal Algebra, $\mathcal{Fm}$ is the term algebra over $\omega$ generators in the signature $\mathcal{L}$, and it is known that there exists a lattice isomorphism between the lattice of fully invariant $\mathcal{L}$-congruences on $\mathcal{Fm}$ and the one of equational theories of type $\mathcal{L}$ (see, for instance, [7, Chapter II, Section 14]). In terms of our notations, each nucleus $\gamma$ on $\mathcal{P}(\mathcal{E})_\gamma$ corresponds to a fully invariant congruence $\equiv_\gamma$ on the $\mathcal{L}$-algebra $\mathcal{Fm}$. Hence $\mathcal{P}(\mathcal{E})_\gamma$ corresponds to the interval $[\equiv_\gamma, \top]$ of the lattice of fully invariant congruences on $\mathcal{Fm}$. These simple observations should help the reader to better understand the meaning of the results presented.

A remark is needed also for what concerns finitary properties of consequence relations and their interpretations. As the reader may have noticed, we completely disregard finitary issues throughout the paper. Actually the only reason for that is that the exhaustive discussion presented by Galatos and Tsinakis in Section 6 of [13] readily applies to all the results presented here. Basically, in the correspondence between action-invariant consequence relations and nuclei on quantale modules established in Proposition 5.1, finitary consequence relations are mapped to algebraic (in the lattice-theoretic sense) nuclei, and vice versa. Hence an interpretation between two systems is finitary (i.e. preserves finitarity) if and only if its corresponding quantale module homomorphism preserves compactness, namely, maps compact elements of the domain to compact elements of the codomain.

The results of Section 7, along with Corollary 6.9, allow us to define the category $\mathcal{ADS}$ of abstract deductive systems as the category whose objects are pairs $\langle Q, M \rangle$, where $Q$ is a quantale and $M$ is a left $Q$-module, and whose morphisms are pairs $\langle h, f \rangle : \langle Q, M \rangle \longrightarrow \langle R, N \rangle$ where $h : Q \longrightarrow R$ is a quantale translation and $f : M \longrightarrow N_h$ is a $Q$-module homomorphism. Now let us denote by $p\mathcal{DS}$ the category whose objects are propositional deductive systems $\langle S, \vdash \rangle$ and morphisms are pairs composed by a language translation $\tau$ and (the extension to the powerset of the domain of the system of) a $\tau$-action-invariant interpretation. Then it follows immediately from Theorem 7.1 that there exists a full embedding of $p\mathcal{DS}$ into $\mathcal{DS}$. This observation indicates a direction for further investigations and future works.
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