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Abstract

Correctly identifying the road area on an image is a crucial task for many traffic analyses

based on surveillance cameras and computer vision. Despite that, most of the systems do

not provide this functionality in an automatic fashion; instead, the road area needs to be

annotated by tedious and inefficient manual processes. This situation results in further

inconveniences when one deals with a lot of cameras, demanding considerable effort to

setup the system. Besides, since traffic analysis is an outdoor activity, cameras are exposed

to disturbances due to natural events (e.g., wind, rain and bird strikes), which may require

recurrent system reconfiguration. Although there are some solutions intended to provide

automatic road detection, they are not capable of dealing with common situations in

urban context, such as poorly-structured roads or occlusions due to objects stopped in

the scene. Moreover in many cases they are restricted to straight-shaped roads (commonly

freeways or highways), so that automatic road detection cannot be provided in most of

the traffic scenarios.

In order to cope with this problem, we propose a new approach for road detection.

Our method is based on a set of innovative solutions, each of them intended to address

specific problems related to the detection task. In this sense, a context-aware background

modeling method has been developed, which extracts contextual information from the

scene in order to produce background models more robust to occlusions. From this point,

segmentation is performed to extract the shape of each object in the image; this is ac-

complished by means of a superpixel method specially designed for road segmentation,

which allows for detection of roads with any shape. For each extracted segment we then

compute a set of features, the goal of which is supporting a decision tree-based classifier

in the task of assigning the objects as being road or non-road. The formulation of our

method — a road detection carried out by a combination of multiple features — makes it

able to deal with situations where the road is not easily distinguishable from other objects

in the image, as when the road is poorly-structured.

A thorough evaluation has indicated promising results in favour of this method. Quan-

titatively, the results point to 75% of accuracy, 90% of precision and 82% of recall over

challenging traffic videos caught in non-controlled conditions. Qualitatively, resulting

images demonstrate the potential of the method to perform road detection in different

situations, in many cases obtaining quasi-perfect results.
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Chapter 1

Introduction

“When everything seems to go wrong, good things happen,

which would not have happened if everything went right before.”

Renato Russo

Vehicle flow measurement, incident detection, vehicle guidance, driver assistance, park-

ing violation detection are examples of activities that have attracted more and more in-

terest of the research community [Buch et al. 2011]. The motivation is straightforward:

to automate, as far as possible, the tedious task of interpreting large amounts of image

data. Indeed, this amount of data increases every day, mainly due to the dissemination

of video-based systems in urban scenarios as well as regular improvements in camera

resolution.

A problem, however, is that most of the researches are concentrated in analyzing

the traffic itself, while relevant supporting tasks, such as road detection, still need to

be properly addressed. It is not uncommon, for example, to find works that propose

automatic solutions for issues involving detection, tracking or identification of vehicles

[Feris et al. 2011,Sobral et al. 2013], but that, contradictorily, require manual annotation

of the image region where the traffic analysis will be performed.

Apart from the inconvenience of having to manually configure the system for each

different scenario — consider a metropolis, where there are usually hundreds of cameras!

—, this is also an inefficient option. Figure 1.1 illustrates how changes in camera position

could affect a vehicle counter system based on manual road annotation. In applications

like that, where the images are taken from considerable distances, even minimal variations

in camera angle of view (ϕi in Figure 1.1) are amplified due to perspective effect, resulting

in significant errors to the analysis process.

The question is, in traffic surveillance systems, where most of the time the cameras are

stationary, do we have to worry about changes in their position? Although in such systems

the cameras are in fixed spots (usually at roadside), they are not necessarily unyielding.

This is so, since traffic monitoring is an outdoor activity and the cameras are subjected to

all sort of natural events (e.g., winds, rains, bird strikes, etc.) that can eventually modify
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Figure 1.1: The problem of annotating the road manually in traffic analysis systems:
minimal changes in the camera position can result in grotesque errors in the analysis.

their original setup. Furthermore, many times these cameras are of pan-tilt-zoom (PTZ)

type, which allow changing their angle of view by software or human operators.

It seems that, for a traffic surveillance system intended to be completely autonomous

and robust, automatic road detection is of underlying importance. This work addresses

this issue, proposing an innovative approach for road detection. The proposed method

is constructed upon formulations aimed at solving different problems of computer vision,

including image segmentation, background modeling and feature extraction. The system

resulting from this effort has been conceived with the computational complexity issue in

mind; the goal, thus, is to provide a solution that can be used in conjunction with a traffic

analysis system, supporting it.

In the next two sections, we summarize the motivations that have driven this work, as

well as the main goals and contributions that we expect to reach. Following, we provide

a brief description of which can be found in the remaining chapters.
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1.1 Motivation

This work is part of a bigger project called GET-IN1, which aims at providing a system to

infer the actual conditions of the traffic, based on surveillance images. Therefore its initial

motivation is to support the traffic analysis module of this system by identifying the region

in the image that corresponds to the road. As will be seen in future chapters, automatic

road detection is not a novelty. Especially in research areas turned to autonomous vehicles,

there are many works intended to provide road detection. Even in traffic surveillance

area, where works on road detection are more sparse, some approaches can be found in

the literature.

The question is: Why are we motivated to create a new approach for road detection?

And the answer: due to our dataset. As we shall see, most of the existing methods for road

detection based on surveillance videos deal only with easy datasets. As easy datasets we

mean those ones comprised of well-structured quasi-straight roads, with visible markings

and curbs, continuous flow of vehicles and without interference of any other moving object.

Such characteristics are typical of freeways; indeed, they are absolutely predominant in

datasets for road detection. Our project, on the other hand, is intended to deal with

a much more challenging dataset. Many of our traffic videos were taken from poorly-

structured roads, with worn out markings, some of them very difficult to distinguish from

other objects in the scene (even by human eyes). Moreover, in our dataset there are roads

of different shapes, ranging from closed curves to intersections. These latter ones give rise

to an even bigger problem: road occlusions due to moving objects that stop in the scene.

In this case, occluding objects rage from vehicles waiting at a red light to pedestrians

crossing a crosswalk.

To summarize, overcoming those and other difficulties afforded by our dataset consti-

tutes the main motivation for this work. In this sense, our option for developing a new

road detection approach is a consequence of the challenges imposed by the circumstances.

1.2 Goals

Methods intended to perform road detection are a tool, which the final goal is supporting

traffic analysis systems. Generally, such systems are comprised of complex processes,

demanding great computational effort. Thus, in order to avoid system overhead, it is of

paramount importance that the road detection method utilizes, as far as possible, the

1www.ivisionlab.eng.ufba.br/projects
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least amount of processing time. Moreover in order to fully exploit the dissemination of

video-based systems in urban areas, rather than their common use in freeway monitoring,

traffic analysis systems must be able of dealing with more complex urban scenarios. An

important step in this direction is to construct road detection methods capable of detecting

roads in such complex scenarios. This work engages these issues, such that it points to

the following goals:

1. To develop a new road detection approach, which allows for a good trade-off between

efficiency in detection and computational complexity;

2. To provide road detection in any kind of urban scenario, including poorly-structured,

highly occluded and any-shaped roads.

1.3 Key contributions

Rather than a single procedure to be performed over images, object segmentation gen-

erally involves a set of steps to reach the final solution. Noise filtering, object shape

detection, feature extraction and classification are examples of common tasks related to

object segmentation. In our work, each one of these problems had to be addressed, in

most cases by means of completely innovative solutions. Among them, we remark as key

contributions provided by this work: i) a new dataset of traffic surveillance videos [Santos

et al. 2013]; ii) a new method for image segmentation based on superpixels; iii) a new

approach for background modeling in traffic scenes; iv) some strategies to extract features

for road detection [Santos et al. 2013]; and v) an innovative road detection method. Be-

sides, this work contributes with the paper Learning to segment roads for traffic analysis

in urban images, published in the Intelligent Vehicles Symposium (IV), IEEE, 2013.

1.4 Chapter map

The remaining of this work is organized as follows:

• Chapter 2 presents the background information about the main topics related to

our work. Included in this chapter are previous approaches, related concepts and

general considerations.

• Chapter 3 provides an overview of the proposed road detection method, starting

from its conception and culminating with the final design of the proposed solution.
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• Chapter 4 describes each part of the conceived method, presenting details of im-

plementation.

• Chapter 5 evaluates our algorithms by different aspects, including comparisons

against other superpixel algorithm, several background modeling methods, as well

as the road detection performance over our challenging dataset.

• Chapter 6 concludes our work, with discussions and future work.
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2.1 The need for road detection

There are several methods intended to detect roads, some of them designed to exploit

directly road features, such as color, texture or shape; others search for roads from indirect

information, such as vanishing points or vehicle trajectories. Besides these, some methods

try to identify road lanes using echo information provided by traffic radars.

Defining a specific approach depends on the application and the type of data that will

be processed. Objectively these issues point to the device that is used as sensor, as well

as the context of use. Thereby existing methods can be broadly categorized as if they use

radar or camera as sensor, whereas camera-based methods can be further differentiated by

context: if they take aerial images (from satellites or aircrafts), on-board images (directly

from vehicles), or surveillance images (from roadside spots).

In this section, each of these categories are presented as background for the proposed

work. The goal is to discuss the needs that have motivated the development of the

different methods, and the rationale behind them. In this sense, an overview of some

representative works exemplifying each category is given. Since the method proposed in

the present work is better related to traffic surveillance applications, a specific section is

dedicated to a more detailed discussion concerning such category.

2.1.1 Calibrating traffic radars

Over the past decades several types of devices have been applied in traffic monitoring

solutions. It is the case of inductive loops, which are embedded in the roadways, and

non-embedded sensors like acoustic, optical and radar ones. Among them, traffic radars

have a variety of advantages, such as all-weather operation, no blind area, and low costs of

installation and maintenance. Because of that, they serve as a satisfactory replacement of

the buried inductive loop detectors, acoustic and optical surveillance equipments [Zhang

et al. 2008].

Radars have been widely used for speed enforcement on public roadways [Westphal

& Kessler 1988, Jendzurski & Paulter 2009]. In this context, accurate calibration of the

device is critical, otherwise the radar sensor may stop working or provide inaccurate

information leading to improper or even unsafe traffic decision-making. According to

Zhang et al. (2008), traffic lane boundary identification is the most important task for

traffic radar calibration. This is a challenging task since traffic lane boundaries do not

necessarily maintain the same position all the time — they can vary with time due to

changes in weather and traffic conditions.
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Figure 2.1: Traffic radar mounted in elevated side-looking configuration, where inter-
mediate frequencies of emitted signals are proportional to the distances from reflective
objects to the radar. Variations in echo power are used to detect road lanes. Image taken
from [Zhang et al. 2008].

In order to allow continuously recalibration of traffic radars, that way ensuring the

correct operation of these devices, Zhang et al. (2008) propose a method to automatically

detect road lanes. To this end, the traffic flow detection radar should be mounted in an

elevated side-looking configuration on the roadside. The transmitting beam of the radar

should cover all traffic lanes and the horizontal beam width should be greater than the

length of the vehicles. Figure 2.1 depicts this arrangement. The work explores the fact

that intermediate frequencies of emitted signals are proportional to the distances from

reflective objects to the radar. Because the distances from the radar to different traffic

lanes are not the same, information of each lane is distributed in separated frequency

ranges. Thus digital signal processing techniques can be used to analyze the mixed signals.

After analog-to-digital conversion, a periodogram is then calculated in order to acquire the

received echo power. The authors have verified that the reflected signals of the metallic

vehicles with a higher reflection attenuation coefficient are stronger, and the echo power

of the road surface — which, in this case, is always made of asphalt or cement — is

weaker. The innovation of this method resides in an algorithm based on normalized power

accumulation (NPA), which is responsible for analyzing the received echo power signal in

order to identify the lane boundaries. The authors report satisfactory practical results

in tests performed at roadways in Shanghai, China, outperforming previous approaches

based on theoretical calculations and probability density function (PDF).

More recently, [Felguera-Martin et al. 2012] propose two different radar-based schemes

in order to solve the problem of association of each target with its respective echo response,

specially when there are two or more targets in the radar beam. The schemes include

down-the-road and across-the-road approaches for radar positioning. According to the
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Figure 2.2: Interferometric radar at field experiments. The device is used to detect road
lanes in order to support a traffic flow analysis process. Image taken from [Felguera-Martin
et al. 2012].

authors, the proposed schemes can measure range, speed, and azimuth of several targets

in the beam at the same time, differentiating and identifying all of them. For this,

interferometry together with a set of geometrical calculations are used to detect the road

lanes and, from them, individual vehicles in the traffic flow. The work reports good

results using a interferometric radar as the one showed in Figure 2.2. The outcomes were

obtained from field trials, where a vehicle was driven through a controlled traffic parking

at a speed of approximately 20 km/h.

2.1.2 Road monitoring by satellites and aircrafts

In recent years, the advancement of analytical techniques for processing image data,

together with increased computing power, has enabled the deployment of video-based

systems in traffic applications. In this context, the usage of cameras provides several

advantages: relatively low installation and maintenance costs without requiring traffic

disruption; sufficient compactness that allows embedded applications; and the provision

of more representative output data (images) than the responses obtained from other sen-

sors commonly used in traffic, like radars or inductive loops.

Nowadays the continuous progress of image acquisition technology has enabled the

generation of high definition (HD) images. Such capability allows the images to be taken

at greater distances without causing a troublesome blur of the objects. That way, long

distance unmanned vehicles, like aircrafts and satellites, find great applicability in earth
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observation purposes. This is especially true for tasks involving the extraction of road

information, which scope is increasingly extended to complex urban scenarios thanks to

the availability of highly detailed images [Gaetano et al. 2011].

For instance, [Rathinam et al. 2008] propose a control technology for unmanned aerial

vehicles (UAV) to enable the monitoring of locally linear structures such as highways,

roads, and canals. In this work, an structure is considered as being locally linear if it is

approximately linear in each frame caught by the camera on board the UAV. Computer

vision is then used to find out and maintain the correct position of the aircraft with respect

to the structure being monitored. By doing so, the work tries to overcome a common

problem presented by systems based on global positioning system (GPS), in which a

sequence of given GPS coordinates (waypoints) defines the trajectory to be followed by

the UAV. In such cases, if either precise waypoints along the structure are not known or

if they are sparsely spaced, the UAV may be driven to unintended areas, resulting in loss

of structure sections in the inspection video.

Alternatively, by adopting an imaging sensor in a closed-loop control scheme, the

system of Rathinam et al. (2008) controls its location error directly with respect to

the structure being inspected. The vision-based detection component consists of a semi-

supervised learning algorithm designed to detect the structures. The detection process

relies on three stages: At the learning phase — implemented offline — the algorithm

should be fed with a sample image, when a cross-sectional profile of the target structure

Figure 2.3: Road detection process proposed by [Rathinam et al. 2008]. Following the ar-
rows: an input road image is caught; the input image is rectified; a road profile is obtained
by computing image statistics (means and variances); road boundaries are estimated from
the obtained profile. Image taken from ibid.
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is produced. The second step matches this cross-sectional profile with horizontal samples

of the target image to find the boundaries and the position of the structure in the image.

Finally, a curve fitting algorithm uses the cross-sectional profile to fit a cubic-spline curve

that models the target structure. Once the equation of the curve to be followed is obtained,

the information is then sent to the tracking component responsible to guide the UAV.

According to the authors, the second and the third steps can run in real time for each

target image. In Figure 2.3 an example of the described road detection process can be

seen.

Also using aerial images taken from aircrafts, but with the proposal of calculating

traffic parameters, [Li et al. 2009] describe a method to detect and track vehicles on

highways. The method performs road extraction in order to determine a region of interest

(ROI) in the image. The goal is to rule out image portions (estimated to be approximately

60% of the pixels) that are not relevant to the traffic analysis. Assuming that the color

of highways is closer to gray color, as well as most of the lane markings and road signs

are painted white, the authors have constructed their road detection method based on a

set of rules:

a. RGB components of the road image should be approximately equivalent;

b. There should be white stripes in the road area;

c. Road should be a connected region;

d. Road surface should appear most often in the image frame;

e. The color of every pixel in the road should be similar;

f. Road width is within a certain range;

g. Road position should not change significantly in two successive frames.

In order to implement those rules the method of [Li et al. 2009] attempts to eliminate

non-gray areas in the image by doing

G(x, y) =

F (x, y), |r − b| < τ1 and |g − b| < τ1 and |r − g| < τ1

0, otherwise
(2.1)
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Figure 2.4: Road detection method proposed by [Li et al. 2009]. (a) Input image, (b)
image after exclusion of non-gray areas, (c) final detection result and (d) RGB histograms
used to extract road color information. Image adapted from ibid.

where F is an input frame with pixel coordinates (x, y), G is the obtained gray similar

image, r, g and b represent each RGB channel, and τ1 is a threshold defined by the authors

as 20 at the experiments.

Next, a histogram is calculated for each RGB component of G, and the peak value

of each histogram is registered. The assumption is that road color information will be

accumulated in these peaks. After, the image is divided into blocks of size 15x15 pixels,

where the inner pixels are compared with the peak values, as follows

S(x, y) =

1, |r − λr| < τ2 and |g − λg| < τ2 and |b− λb| < τ2

0, otherwise
(2.2)

where S is a block mask in which 1 denotes a pixel that is similar to the extracted road

color, λr,λg, λb are the peak values and τ2 is the similarity threshold.

Finally, the method of [Li et al. 2009] selects as being road those blocks where at

least 60% of the pixels are similar to the histogram peak values. Figure 2.4 depicts this

detection process.

Another example of method intended to perform road extraction from aerial images is

found in [Gaetano et al. 2011]. Dealing with HD satellite images, in that work Gaetano

et al. (2011) use morphological analysis for road extraction in complex urban scenarios.
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Figure 2.5: Road detection process found in [Gaetano et al. 2011]. (a) Input image with
superimposed contours, (b) result of distance function computed from the contours, (c)
result of the skeletonization, (d) skeleton after pruning, (e) road skeleton selection and
(f) final detection result. Image adapted from ibid.

The strategy is to generate skeletons that work as descriptors for road objects. The

skeletonization procedure picks up the linear structure of road segments, allowing the

extraction of road objects by first detecting their skeletons and then associating each of

them with a region in the image.

The process starts by means of an edge detector, which provides a “global” skeletoniza-

tion of the edge map. This will be the basis for the morphological analysis of the image.

Next, road sub-skeletons are extracted under morphological criteria, mainly based on the

idea that the points belonging to the road structures stand close to their skeletons. By

doing so, entire road regions can be segmented by means of morphological reconstruction.

According to Gaetano et al. (2011), in real cases road edges present many discontinu-

ities; however, their effects on the skeletonization process are minimal when dealing with

objects like roads. In such cases, they state, the branches caused by edge discontinuities

are usually small appendices connected to the skeleton backbone. Thus, a technique based

on the detection of crest lines over a distance function can be used to refine the skeletons.

The whole process is depicted in Figure 2.5, and the steps can be summarized as follows:

a. Edges are extracted from the input image as starting points for morphological analysis;

b. Contours are used to compute a distance function of the edge map;
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c. From the edge map, the skeleton of the source image is extracted;

d. Skeleton reduction based on morphological criteria is performed, resulting in the most

significant skeletons;

e. The connected segments are analysed under shape criteria in order to extract road

skeletons;

f. Watershed-based reconstruction is applied on the skeleton segments resulting in a road

map.

2.1.3 Onboard road detection

In the last decades, increasingly investments have been directed to researches aimed to

develop intelligent vehicles. Driver assistance systems capable of alerting drivers in abnor-

mal situations or even assuming partial or completely the control of the car are gradually

being incorporated into vehicles. According to [Bar Hillel et al. 2012], the development

of such systems depends on the overcoming of two main perceptual problems: road and

lane identification, and obstacle detection.

Different solutions have been tried to address these problems, including several sensing

modalities, such as monocular or stereo vision-based systems, laser interferometry detec-

tion and ranging (LIDAR) and vehicle dynamics information obtained from car odometry

or inertial measurement unit (IMU). Bar Hillel et al. (2012) consider that computer vi-

sion is the most prominent research area due to the fact that road and lane markings are

made for human vision, while LIDAR, global positioning provided by GPS and digital

maps are important complements. In [He et al. 2004], the authors address the problem of

identifying the road from an onboard camera in real-time. They provide a vision-based

detection method, which combines edge and color features. The goal of that work is to

cope with the problem of detecting roads in both urban or rural environments. In rural,

the task is more complicated since there may be no road markings or any other structured

traffic information.

The method extracts each feature by means of two different modules. The first one

analyzes an edge image of the scene in order to obtain the candidates for the left and

right road borders. By assuming that the color components of road surfaces obey a Gaus-

sian distribution, the found borders are then used to delimit the area where the mean

and variance of this distribution will be subsequently computed. Besides, the borders are

further used to estimate the road curvature. This is made by means of a projective trans-
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Figure 2.6: Predefined patterns of curves used to estimate the road curvature. On the
left, the nine predefined curves; on the right, the parameters of the third curve. Image
taken from [He et al. 2004].

formation that leads the edge image from the road space (3D) to the image space (2D).

Once transformed, the curvature is estimated through a voting scheme that compares the

edges with nine different patterns of curves, as showed in Figure 2.6.

After road border extraction, the second module uses the delimited area to compute

Figure 2.7: Road detection process proposed in [He et al. 2004]. (a) Input image, (b)
result of projective transformation, (c) extracted edges, (d) edges after shifting by three
different predefined curvatures, (e) voting results for each curvature, (f) area selected for
computing the road color, (g) road mask and (h) final detection result. Image adapted
from ibid.



2.1. The need for road detection 17

a color reference of the road surface. The algorithm then searches in the remainder of the

image, assigning as being road those areas where the color matches with the computed

color reference. The final detection result is given by computing the boundaries of these

selected areas and then reconverting them to the road space. In Figure 2.7 each step of

this method is depicted.

Another example of system designed to segment road regions from on board images is

presented in [Alvarez et al. 2008]. In this work, Alvarez et al. (2008) try to deal with the

problems arising from lighting variations and shadows. The road images are taken from

a single color camera placed on the windshield of a car. The rationale of the proposal

resides in the combination of two approaches. Firstly, an illuminant-invariant feature

space is computed to attenuate shadow effects. This space consists of a gray-scale image

that is obtained by projecting log-log pixel values onto the direction orthogonal to lighting

change, within and outside the umbra. Obtaining the orthogonal direction depends on

camera calibration. This is reached by collecting real images from a monocular color

sensor, which are used to linearize the sensor response and lens distortion. The calibration

is result of an entropy minimization technique based on the information in each image.

Figure 2.8 shows some examples of illuminant invariant images generated by this method.

In a second step, a classifier separates the pixels into two classes: road and non-road.

For that, for each new frame a road model is constructed by means of a seeded region

growing (SRG) technique. Making the assumption that the bottom of the image is road

(the authors have verified that the lowest row corresponds to a distance of about 4 meters

away from the vehicle), SRG is then fed with a set of seeds collected on this part of

Figure 2.8: Examples of illuminant invariant images. First row, input images; second
row, generated illuminant invariant models. Images taken from [Alvarez et al. 2008].
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Figure 2.9: Examples of road segmentation produced by [Alvarez et al. 2008]. First row,
input images; second row, segmented roads. Images taken from ibid.

the image. A remark is that this segmentation process does not use shape information,

that way avoiding limitations when addressing unstructured roads. In Figure 2.9 some

examples of segmentation obtained from this method are showed.

An on-board monocular camera is also the sensor used in the system proposed by

[Kuhnl et al. 2011]. Their offline trained system deals with the problem of detecting roads

by means of two complementary components. The first one consists in an initial patch-

based segmentation, where texture and appearance features are used to describe road and

non-road regions on the patch level. At this point, slow feature analysis (SFA) is performed

over the class specific appearance descriptors, producing a low order feature set. The goal

is to improve the patch-based road classification process, where the descriptors, combined

with color and texture features, are used to train a boosting-based classifier. By doing this,

the classifier is made capable of roughly segment road portions from the image, specially

those ones closer to the center of the roads. On the other hand, regions closer to the

borders are hard to distinguish on the patch level, resulting in a high misclassification rate.

In order to overcome this problem, a complementary post-processing step is implemented.

The strategy consists in using a specialized classifier that was trained specifically for image

boundary regions. This new classifier differs from the former by an increased number of

tree splits and boosting iterations. The feature vector acquires a higher dimensionality

by the addition of new texture, color and SFA-produced features. The final result is then

obtained by fusing the segmentations of both system steps. An overview of this method

is given in Figure 2.10.
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Figure 2.10: Flowchart of the method proposed by [Kuhnl et al. 2011]. Image taken from
ibid.

2.2 Road detection in traffic surveillance applications

Camera-based traffic surveillance systems are already a reality in many cities around

the globe. Their purpose, among others, is to provide real-time statistical data on traf-

fic conditions [Feris et al. 2011, Sobral et al. 2013, Unzueta et al. 2012], as well as to

alert potentially abnormal events, such as traffic infractions [Vijverberg et al. 2007], ac-

cident occurrence [Hwang et al. 2010], parking violations [Lee et al. 2007], dangerous

driving [Zhou et al. 2011], just to cite a few. Consequently, there is an increasing need

of development of automation solutions in order to substitute humans in the tedious task

of interpreting large amounts of image data. In this sense, a number of challenges con-

cerning computer vision and image processing still needs to be addressed. An example

is automatic road detection. Correctly identifying roads in a scene is a critical task for

many traffic analysis systems; however, there are several difficulties in trying to do this

automatically. Firstly, despite in such applications the cameras are commonly positioned

in fixed points on the side or above the roads (e.g., in lampposts or viaducts), they may

not be absolutely stationary. In many cases they provide pan-tilt-zoom (PTZ) technology,

which allow changing their angle of view by software or human operators. Besides, since

traffic monitoring is an outdoor activity, the cameras are subject to all sort of distur-
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bances due to environment events, as for instance strong winds, rains and collisions with

birds. It is noteworthy that, owing to perspective effects, even small changes in camera

view angle may affect the system behavior. This is also true for natural lighting variation,

as it occurs due to weather changes. Therefore, the ability for automatically detecting

the road, without the need for camera calibration, is a meaningful advantage to a system

intended to analyze the traffic. Moreover, it facilitates the installation and maintenance

of the equipment due to the system capability for self-configuration.

An imperative matter in the development of such an automatic system is adaptivity.

According to [Kastrinaki et al. 2003], the ability of reacting to changes in the scene,

while carrying out a variety of goals, is a key point in designing methods for traffic data

collection. With that in mind, existing methods try to fix the adaptivity issue by means of

different approaches: BGS, lane markings detection, color and texture features extraction,

vanishing point analysis, moving objects mapping, are examples of strategies recurrently

found in the literature. In this section, we will discuss these and other computer vision

techniques, addressing their application in the context of road detection. In this sense,

we provide a brief survey of the existing works on road detection, in which a classification

scheme for the methods is suggested, according to their flowcharts of detection.

2.2.1 The flowcharts of detection

Concerning traffic surveillance systems, road detection methods can be generally divided

into three types, depending on the source from which the data used in the detection is

extracted. This aspect is better noticeable by looking at the flowcharts in Figure 2.11,

where each system type is depicted. As can be seen, the starting point is common to all of

the proposed types; it consists in to perform BGS for each new input frame. Henceforth,

however, the systems differ to each other by the output of the BGS that is regarded. This

way, “background only” (BGO) methods only consider data extracted from the back-

ground, discarding all foreground information. In “foreground only” (FGO), conversely,

only foreground objects are taken into account while the background is disregarded. Fi-

nally, “hybrid background-foreground” (HBF) systems are the hybrid of the previous

ones, i.e., the detection process in this type of system is based on the combination of both

background and foreground features.

Next, we will discuss the ways adopted by each related method to accomplish the tasks

involved in the flowcharts presented in Figure 2.11.
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Figure 2.11: Road detection flowcharts. BGO: detection based only on background infor-
mation. FGO: detection based only on foreground information. HBF: hybrid detection,
based on both background and foreground information.

2.2.2 Background subtraction

Broadly speaking, the objects that appear in a video sequence can be divided into fore-

ground — which consists in the objects that can acquire motion at some point — and

background — the objects that are always stationary in the scene. In the case of traf-

fic surveillance videos, common foreground objects are vehicles and pedestrians going

through the scene, whereas the background is basically the road and its surroundings,

such as curbs, sidewalks, trees, buildings, etc. This way, to perform background subtrac-

tion before the detection itself seems to be a timely first step for a road detection system.

Once accomplished, the subtraction allows to separate foreground objects from the back-

ground. Hence, the task of identifying the road becomes easier, since some occlusions due

to moving objects can be filtered. Furthermore, motion information can be exploited in

order to contribute to the detection process.

Among the methods related to the present section, [Luo et al. 2011] perform BGS by
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the simplest manner: frame differencing. Such technique consists in calculating the inter-

frame difference of pixel intensities. If a pixel intensity differs above a given threshold

from the current frame to the next, then it is taken as foreground; otherwise, the pixel is

assumed as background. This strategy, however, only works in cases where all foreground

pixels are moving relatively fast and all background pixels are static.

[Shin et al. 2006] model the background by taking the pixels with the highest intensity

after accumulating data of each pixel from the first frame to the current frame. [Gao

et al. 2011], in turn, obtain a background model by using the accumulated data to calculate

the mean of each pixel. Both techniques are very simplistic and produce poor results in

real images.

The method of [Pan et al. 2010] differs from the aforementioned by dealing only with

edge information. Instead of accumulating pixel intensities, it uses Sobel edge detector

to obtain an edge image for each new input frame. Because edge images only contain

binary data, they can be accumulated by just incrementing the pixels. This way, since

background objects appear more frequently in the scene than foreground objects, they

usually originate higher accumulation values. A threshold is then used to separate these

two classes of objects. The drawback of this method is the loss of valuable information

due to the conversion of the input images to edges.

[Chung et al. 2004] perform BGS by means of an own histogram-based technique. It

is carried out by progressively recording the changes in the intensities of each pixel along

the frames. For that, a histogram table is built by selecting the intensity values that have

maximum counting frequencies in the histograms. In that table, each pixel is mapped in

a row containing its most frequent intensity and a frequency counter. Then, background

models can be constructed by directly taking the pixel values registered in the histogram

table.

The road detection method of [Melo et al. 2006] relies on the background modeling

algorithm proposed by [Gutchess et al. 2001]. From this, background models are generated

based on adaptive smoothness. The process is initially offline, and consists in locating,

for each pixel in a video sequence, periods of stable intensity, i.e., time intervals where

the pixel intensity does not change above a given threshold. These intervals represent

a set of candidate hypotheses, one of which will be selected as the background model.

This selection will be done at the online stage of the algorithm, and the criterion is the

likelihood of each candidate model. To evaluate the likelihood, the method performs a set

of calculations based on optical flow information extracted from the neighborhood around

the pixel. The foreground, in turn, is extracted by taking the difference from the input
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frame to the produced background model.

[Mazaheri & Mozaffari 2011] also estimate a background model, but from a different

manner. They segment the input frame in many small non-overlapped blocks, which are

saved as a codebook. Next, they calculate the histogram of the input frame, along with

the mean intensity for each image block. The result is then submitted to an adaptive

filter, based on recursive least squares, which outputs a background model after a number

of iterations. It is noteworthy that this method does not address foreground extraction,

since it is not used in the road detection process.

This is not the case of the system proposed by [Helala et al. 2012], for example.

Here, foreground information supports the road detection process. To access it, the BGS

technique proposed by [Kim et al. 2004] is used in order to extract moving objects from

the background. The method works by quantizing values of background samples into

codebooks, this way constructing a background model. Samples at each pixel are clustered

into the set of codewords. The background is then encoded on a pixel-wise basis, and the

foreground is estimated by computing the distance from the sample to the nearest cluster

mean.

The BGS technique that closes this subsection is called Gaussian mixture model

(GMM). This is a well known method in the computer vision area, for which several

implementations and improvements exist. In respect to the present section, three works

on road detection make use of GMM as support. They are [Huang 2010], [Li & Zhong 2009]

and [Liu & Wang 2010]. The first two use the original GMM version proposed by [Stauffer

& Grimson 1999], while the third refers to a version presented in a PhD thesis [Boren-

stein 1987]. Here we will focus on the first option, i.e., the GMM of Stauffer and Grimson

(1999).

The rationale behind this method consists in modeling the pixel behavior by means of

Gaussian distributions. The reason for using more than one distribution — a mixture of

them — is to fully catch the pixel dynamic, which includes changes due to noise, lighting

variations and others. That way, the recent history of each pixel, {X1, ..., Xt}, can be

modeled by a mixture of K Gaussian distributions. The probability of current pixel value

Xt is then

P (Xt) =
K∑
i=1

ωi,t ∗ η(Xt, µi,t,Σi,t) (2.3)

where K is the number of distributions, and ωi,t, µi,t and Σi,t are, respectively, the weight,

the mean and the covariance matrix of the ith Gaussian distribution (η) in the mixture
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at time t. In order to produce a background model, the parameters ωi,t, µi,t and Σi,t

need to be determined. For that, Stauffer and Grimson (1999) suggest that the first B

distributions are the best choice to model the background, and are given by

B = argminb

(
b∑

K=1

ωk > T

)
(2.4)

where T is a constant to determine the minimum portion of the background in the scene.

Again, the strategy to detect foreground objects consists in taking the difference from the

input frame to the background model (here, obtained from Equation 2.4).

We remark that the method proposed by [Lai & Yung 2000] is the only one among all

that we found which does not address the BGS issue. Even so, the authors suggest that

some procedure should be previously performed in order to filter moving objects from the

frames submitted to their method.

2.2.3 BGO methods

BGO methods are the most straightforward attempts to solve the road detection problem.

Because all the road information is contained in the background, such systems focus

the detection process on directly extracting road features from this part of the image.

In this context, road borders and lane markings are the most commonly used features,

and their extraction is usually based on the Hough transform (HT). HT is a technique

designed to isolate features of a particular shape within a binary image. It works by

determining specific values of parameters which characterize the wanted shape [Illingworth

& Kittler 1988]. The technique is most commonly used for the detection of regular curves

such as lines, circles and ellipses, since they are easier to deal with in a parametric form.

This way, the difficult problem of detecting the shapes in the image space is converted

into a more easily solved local peak detection problem in a parameter space. For example,

considering the straight line detection problem, a set of collinear points (x, y) in the image

space (Figure 2.12.a) can be defined by the usual relation

y = m.x+ c (2.5)

where the parameters m and c are the line slope and y-intercept, respectively. However,

by looking at the parameter space (Figure 2.12.b) in Equation 2.5, the line is represented

by a single point, corresponding to a unique set of parameters (m, c). The idea of HT

is to implement an accumulator (Figure 2.12.c), where the accumulation value represents
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Figure 2.12: The Hough transform. (a) Image space, (b) parameter space and (c) accu-
mulator corresponding to (b). Images taken from [Illingworth & Kittler 1988].

the many-to-one relation from the points in the image space to the corresponding points

in the parameter space. By doing so, the problem of detecting straight lines is reduced

to the problem of finding the highest values in the accumulator.

An example of BGO method based on HT is [Huang 2010]. The vehicle counting

system presented in this work is carried out with the help of an automatic lane markings

detection method. It is performed by applying HT on the background of freeway mon-

itoring images. Selected straight lines are then sorted according to their positions and

directions from the left to the right of the image, resulting in clusters of lines. For each

cluster, a lane marking is taken as the straight line with the highest HT accumulation

value.

Another BGO system based on HT is found in [Gao et al. 2011]. This work implements

a lane detection module in order to support a crossing road monitoring system. The

detection starts by doing the binarization of the background image in order to obtain

edges. Next, the edges corresponding to straight lines are selected by HT. Road borders

and lane markings are then assumed to be the lines that attend some predefined angular

restrictions. Figure 2.13 depicts this process.

The method proposed by [Mazaheri & Mozaffari 2011] attempts to find the road

borders by combining HT with the clustering technique K-means (see Section 2.4.1 for an

explanation about K-means). After image lines extraction from a vertical gradient filter,

the HT is applied to detect the straight lines. Next, these lines are clustered with the help

of K-means. This way, the image can be segmented into two areas (taking the camera

position as reference): near field and far field (see Figure 2.14). The goal is to focus the

subsequent steps of the method (aiming vehicle classification) only on the near field, that

way saving processing time and memory.
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Figure 2.13: Lane detection method proposed by [Gao et al. 2011]. (a) Method flowchart
and (b) examples of images corresponding to each step at the detection process. Images
adapted from ibid.

HT is also used by [Li & Zhong 2009] to detect lane markings. The process consists

in selecting long lines by means of HT. In this case, let L = {Li|i = 1, ..., n} be the n

detected lines; P = {Pi|i = 1, ..., n(n− 1)/2} represent all existing intersections among

these lines. The method then calculates vanishing points by doing

Figure 2.14: Road borders detection algorithm proposed by [Mazaheri & Mozaffari 2011].
Left, detected lines. Right, image segmentation into near field and far field. Images taken
from ibid.
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V P =
2

n(n− 1)

n(n−1)/2∑
i=1

Pi (2.6)

The next step is to select seed points S = {Seedi|i = 1, ...,m} for each closed re-

gion formed by the detected lines and circles generated by the system. These circles

have the center at different vanishing points, and their radius are the average of the

distances between the V P and the mid-point of all detected lines. Flood fill tech-

nique is then performed on each seed point Seedi, resulting in m connected regions

RG = {Rgi|i = 1, ...,m}. At the end, the regions Rgi corresponding to real road lanes

are determined by taking their average color

C =
1

num

∑
I(x, y) (2.7)

where I is the intensity of a pixel with coordinates (x, y), belonging to the region Rgi,

and num is the number of pixels inside this region. From this, when C is in a color

range [Cmin, Cmax], the area of Rgi is larger than a threshold and there are two or more

line segments pointing to the vanishing point, then this region is assumed to be a lane.

Examples of intermediate images produced by this method are showed in Figure 2.15.

Among BGO methods, [Lai & Yung 2000] is an exception since it does not use HT.

This method is based on the detection and discrimination of edge lines by orientation

and length, and works as follows: The starting point is to extract the edges from a traffic

image background; for that, Sobel edge detector is used. Then, the edges are thinned and

approximated by straight lines, each line with an associated orientation and length. The

next step consists in using K-means to cluster these lines according to their orientation.

Since 2D camera space is not appropriate to correctly extract the orientation feature, the

Figure 2.15: Lane detection algorithm proposed by [Li & Zhong 2009]. (a) Long lines
extracted using HT and the circle centred at the vanishing point revealed by them. (b)
Candidate lane regions obtained from flood fill. (c) Detected road lanes. Images taken
from ibid.
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Figure 2.16: Flowchart of the lane estimation method proposed by [Lai & Yung 2000].
Image taken from ibid.

clustering is performed after 2D to 3D image transformation. This process requires that

camera parameters are known, including focal length, mounting height, and its distance

to the focused point on the road. In the sequence, K-means is applied again in order

to further cluster the lines according to their lengths. The process ends with the lane

estimation, taking into account an assumed road width and the separation between two

detected lines adjacent to each other. Figure 2.16 illustrates the flowchart of this method.

2.2.4 FGO methods

As aforementioned, the road detection process of FGO methods is based only on infor-

mation extracted from the foreground part of the image. In this case, it is assumed that

all moving objects correspond to vehicles passing over the road. Therefore if the vehicle

trajectories are detected, they can be used to reveal the position and shape of the road

in the image.

Three methods were identified as being of FGO type. The first one, proposed by [Luo

et al. 2011], uses the foreground obtained by means of inter-frame difference to extract the

road borders. This is reached by extracting and accumulating the moving objects present

in each foreground frame along a sequence. After a given time (empirically estimated), it

is expected that the accumulated objects produce a mask which matches with the road

shape (see Figure 2.17). Then, the borders of the mask are extracted and submitted to

a HT. With this, the method can find the continuous lines that best delimit the region

where the motion occurs in the image. Then, these lines are assumed as to be the road

borders.

The second example of FGO method is that one proposed by [Pan et al. 2010]. That

work proposes a traffic surveillance system for vehicle counting. However instead of man-
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Figure 2.17: Road shape obtained from foreground objects. (a) Input frame. (b), (c),
(d) road regions obtained after 2, 5 and 15 seconds, respectively. Image taken from [Luo
et al. 2011].

ually fixing the windows where the vehicles are detected, Pan et al. (2010) provide a lane

detection module from which the windows can be automatically positioned in the image.

The lane detection starts by taking the blobs of moving objects previously extracted. The

center of these blobs are accumulated in order to produce a histogram of the image mo-

tion. The histogram is then smoothed, binarized and submitted to connected-component

analysis, resulting in lane areas. Finally, the detected lane markings are composed by

the pixels at each image row that divides a given lane area. Figure 2.18 shows images

obtained from this process.

The last FGO example is the method found in [Melo et al. 2006]. This work is aimed

to detect and classify highway lanes using the vehicle motion trajectories. For this, several

tasks are performed by the system, as described in the flowchart shown in Figure 2.19.

Figure 2.18: Lane detection method proposed by [Pan et al. 2010]. (a) Input image, (b)
histogram of the motion, (c) lane areas and (d) detected lane markings. Image adapted
from ibid.
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Figure 2.19: Flowchart of the lane estimation algorithm proposed by [Melo et al. 2006].
Image adapted from ibid.

First, foreground objects are segmented by taking as reference the background model

produced by means of background subtraction. Then, an algorithm called “Predictive

Trajectory Merge-and-Split” (PTMS) is used to infer the positions of the detected vehicles,

as well as to merge and split the blobs in situations of partial or complete occlusion.

After using Kalman filter to track the objects, PTMS performs a time-consistent analysis

to detect occlusion occurrence. The goal is to identify when the blobs are composed

of multiple vehicles, since they should not be used as input to the trajectory clustering

algorithm in order to avoid errors at the position estimation. The remaining of the method

consists of the application of a number of techniques in order to model the road lanes

from the detected vehicle trajectories. These techniques include random sample consensus

(RANSAC), aiming at noise filtering; K-means, to cluster the detected trajectories; and

least squares, used to model the lanes by cubic polynomials.
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2.2.5 HBF methods

As seen before, BGO methods try to detect the road only by means of features extracted

from the road itself, such as borders and markings. This strategy, however, limits the

applicability of the method since it requires high quality images, taken from restrict

viewing angles and regarding only well structured roads. FGO methods, on the other

hand, are more robust to deal with scenes where the road markings cannot be viewed (as

when they are very deteriorated). However this only works for those parts of the road

where sufficient motion occurs. In this context, the hybrid approach of HBF methods

appears as an improvement on the road detection robustness, by combining strategies

of both BGO and FGO methods. From this idea, foreground objects could be taken as

reference to extract some kind of road information, which, by extension, could aid on the

background processing to detect the road.

This is exactly what does the lane detection system proposed by [Shin et al. 2006]. In

principle, this method is similar to a simple BGO method based on HT. However, in order

to improve the detection, information about motion is used to better filter the image edges

that are candidate for lane markings. For that, the algorithm accumulates data of each

pixel from the first frame to the current frame. Then, by analyzing the distribution of

the pixels intensities, the standard deviation can be used to distinguish pixels belonging

to the road from the remaining ones. This is so because, due to the motion on the inside

of the road, the pixels in this part of the image change their intensity much more than

the pixels on the outside. Thus a road mask can be created (see Figure 2.20) and applied

on the edges detected by a Sobel detector. HT is then used to detect the straight lines

among the resulting edges, and these lines are assumed as lane markings.

[Chung et al. 2004] propose a method to detect the road by means of fuzzy sets. For

Figure 2.20: Road mask generation from the distribution of the pixels intensities. Left,
the input frame; middle, the intensities distributions of pixels inside and outside the road;
and right, the obtained road mask. Image taken from [Shin et al. 2006].
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that, moving objects are firstly extracted from the foreground, and then submitted to

morphological operations. Next, connected-component analysis is used aiming to noise

reduction. The position of the detected foreground objects are then used to reveal patches

of the background, which are cumulatively pasted in an image, called “road image”. From

this process, after a number of frames, it is supposed that a major component of the road

area will be constructed in the road image. However, since some holes and noise are still

expected on the recovered road area, a morphological hole filling technique is then applied.

The final step of this method has the goal of locating the correct road boundaries. A color

feature is extracted from the road image by averaging the chromatic characteristics of the

dominant pixels in the area. Let R and A be, respectively, the road image and an image

obtained by doing A = Background − R; then a fuzzy version of the road image can be

constructed by doing

µB(x, y) = ω

∑
S=r,g,b |SR(x, y)− SA(x, y)|

max {Di}
+ (1− ω)

d(x, y)

max {di}
(2.8)

where ω is a weighting factor, SR and SA are the respective chromatic characteristics of

R and A; d(x, y) is the distance from the point (x, y) to the nearest point of R; max {Di}
and max {di} are normalization terms. Equation 2.8 is a fuzzy membership function that

specifies the degree of a background pixel (x, y) belonging to the road region. This way,

the problem of locating the road boundaries is then summarized as selecting an adequate

α-cut for this function. Figure 2.21 shows the results of each step of this method.

The next example is the system proposed by [Helala et al. 2012]. This work, intended

Figure 2.21: Road detection method proposed by [Chung et al. 2004]. (a) Input frame, (b)
extracted foreground objects, (c) background areas corresponding to foreground objects,
(d) major road component, (e) hole filling result, (f) fuzzy map, (g) defuzzified map and
(h) final result. Images adapted from ibid.
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Figure 2.22: Examples of road borders detection by the method of [Helala et al. 2012].
Images adapted from ibid.

to detect dominant road borders in traffic scenes, consists of five steps: (i) superpixel

segmentation, (ii) contour approximation, (iii) hierarchical bottom up clustering, (iv)

confidence assignment, and (v) pairwise ranking. As a HBF method, the first four steps

are based only on data contained in the image background; they are aimed at selecting a

set of candidate lines. The latter step, in turn, extracts foreground information in order

to support the detection of real road borders among these candidate lines. The five steps

are accomplished as follows: First, superpixels are used to find stable edges in the traffic

image. By performing the segmentation over a sequence of frames, Helala et al. (2012)

expect that superpixel boundaries will match, most of the time, with the road borders.

Then, these edges are accumulated in order to identify the road region. The next step

is contour approximation, consisting in approximating the superpixels boundaries with

polygons. For that, a technique called adaptive sampling is used. This technique works

by sampling and selecting points at the superpixel contour that attend to a collinearity

criterion. After that, the edges of the polygons are clustered in a hierarchical bottom up

method, in which pairs of clusters that are closer to each other are merged to form a single

cluster as one moves up the hierarchy. The process continues until only a single cluster

is left. The confidence assignment phase attributes a confidence level for each cluster,

penalizing the ones with high variance or small number of segments. Finally, in the

pairwise ranking step, pairs of clusters are constructed and ranked according to perspective

and motion cues. The dominant road boundary is then taken as the lines corresponding

to the top ranked cluster. Specifically, this is reached by calculating the vanishing point
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Figure 2.23: Lane detection method proposed by [Liu & Wang 2010]. (a) Input image
and detected seeds (green squares), (b) region growing segmentation, (c) straight lines
extracted by Hough Transform, (d) moving object tracking, (e) detected trajectories, and
(f) detected lane markings. Images adapted from ibid.

for each pair of lines, which is used for perspective analysis. For motion analysis, moving

objects are segmented from the foreground and their centroids are calculated. Figure 2.22

shows some results obtained by this method.

Our last example of road detection in traffic surveillance is [Liu & Wang 2010]. This

HBF method addresses the lane segmentation problem by means of probability maps.

Just as occurs in some previously discussed works, here the blobs corresponding to moving

objects are accumulated, frame-by-frame, in order to reveal parts of the road. Because

this accumulation process gives rise to an image where the higher values indicate the road

localization in the image background, it is called probability map. Once road parts are

found, samples of them can be extracted and passed as seeds to a SRG segmentation

technique. After a number of frames, it is expected that the amount of obtained seeds

will allow the SRG to segment the entire road region. The next step is to detect the lane

markings. Canny detector is used to extract the edges from the segmented road region,

and HT is applied to these edges in order to select straight lines. Finally, To distinguish

which lines match with the real lane markings, the method compares the orientation of

the lines with the trajectories of the moving objects. In this case, the trajectories are

obtained by submitting the foreground blobs to a optical flow method based on Kanade-

Lucas-Tomasi (KLT) technique. Figure 2.23 illustrates this method.
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2.2.6 Summary of related works

This subsection provides a table that summarizes the main information about the road

detection methods discussed so far.

Table 2.1: Summary of road detection methods for traffic surveillance

Method Type Purpose
Background
Subtraction

Main detection
techniques

Applicability
(Dataset)

[Gao et al. 2011] BGO
Lane markings de-
tection

Temporal mean of
pixel intensities

Image binarization,
Hough Transform

Well-structured
straight roads

[Huang 2010] BGO
Lane markings de-
tection

Gaussian Mixture
Model

Hough Transform
Well-structured
straight roads
(freeways)

[Mazaheri &
Mozaffari 2011]

BGO
Lane markings de-
tection

Adaptive back-
ground estimation

Vertical gradi-
ent filter, Hough
Transform, K-
means

Well-structured
straight roads
(highways)

[Li & Zhong 2009] BGO
Road borders de-
tection

Gaussian Mixture
Model

Hough Transform,
vanishing point
estimation, color
analysis

Well-structured
straight roads
(highways)

[Lai & Yung 2000] BGO
Lane markings de-
tection

Not addressed

Sobel edge detec-
tor, 2D-3D coor-
dinate transforma-
tion, K-means

Well-structured
straight roads
(freeways)

[Pan et al. 2010] FGO
Lane markings de-
tection

Edge based back-
ground estimation

Moving objects his-
togram, connected-
component analy-
sis

Urban roads

[Luo et al. 2011] FGO
Road borders de-
tection

Inter-frame differ-
ence

Moving objects
mapping, Hough
Transform

Straight roads
(freeways)

[Melo et al. 2006] FGO
Lane markings de-
tection

Adaptive smooth-
ness

Kalman filter,
cubic polyno-
mial functions,
RANSAC, K-
means

Highways

[Chung et al. 2004] HBF
Road area segmen-
tation

Histogram-based
progressive tech-
nique

Moving objects
mapping, color
analysis, fuzzy,
shadowed sets

Urban roads of dif-
ferent shapes

[Shin et al. 2006] HBF
Lane markings de-
tection

Occurrence analy-
sis of pixel inten-
sity

Sobel edge detec-
tor, moving objects
mapping, Hough
Transform

Well-structured
straight roads

[Liu & Wang 2010] HBF
Lane markings de-
tection

Gaussian Mixture
Model

Moving objects
mapping, region
growing, Canny
edge detector,
Hough Transform,
KLT tracking
algorithm

Well-structured
straight roads

[Helala et al. 2012] HBF
Road borders de-
tection

Codebook con-
struction

Superpixel segmen-
tation, hierarchical
bottom up clus-
tering, vanishing
point estimation,
motion analysis

Straight roads
(highways) at
different lighting
conditions
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2.3 Advanced BGS methods

In Section 2.2.2, we discussed the BGS techniques that compose road detection meth-

ods. However, with exception of GMM, the solutions that we have seen so far are too

simplistic and outdated. Actually, they only work well under ideal conditions, i.e., when

the background is absolutely static and foreground objects move fast enough. Obviously

when it comes to real traffic videos such conditions cannot be ensured, as for instance

when a traffic jam occurs.

On the other hand, BGS is a topic of extensive research, so that a variety of general-

purpose BGS techniques can be found in the literature. In this section we investigate some

of the more advanced BGS methods. Our goal is to prepare the basis for a comparative

analysis among BGS methods, which will be provided in future chapters.

2.3.1 Adaptive Background Learning

In [Zhang et al. 2003] a framework to perform unsupervised detection and spatio-temporal

tracking of vehicles is proposed. This framework relies on a BGS technique called adap-

tive background learning (ABL). Such technique is based on a video segmentation method

called simultaneous partition and class parameter estimation (SPCPE), which is applied

to separate the pixels in a traffic video sequence into foreground and background. Figure

2.24 illustrates the process of background learning. The first step consists in computing

the difference images by subtracting successive frames and applying linear normalization

(Figure 2.24.b). Next, SPCPE is used to classify the pixels into foreground and back-

ground (Figure 2.24.c), followed by a rectification procedure to eliminate noise (Figure

2.24.d). The rectified segmentation maps are then used to generate a background image

(Figure 2.24.d) based on histogram analysis, where the peaks in dominant bins are as-

sumed as background pixels. A remark is that, according to the authors themselves, when

a vehicle stops moving or moves slowly in a traffic monitoring sequence the framework

may deems it as part of the background.

2.3.2 Gaussian-based methods

As mentioned in Section 2.2.2, there are many different implementations for BGS based on

Gaussian distributions. An example is the method of [Zivkovic 2004], where an improved

GMM-based algorithm using recursive equations is presented. In this case, recursion is

responsible for constantly updating the parameters of the model, as well as simultaneously
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Figure 2.24: Adaptive background learning (ABL). (a) Input frames, (b) difference of
frames in (a), (c) foreground/background separation, (d) rectified images, and (e) gener-
ated background model. Images adapted from [Zhang et al. 2003].

selecting the appropriate number of distributions for each pixel. Thus, let π̂m be the

mixing weights, ˆ⃗µ1, ..., ˆ⃗µM the estimates for the means and σ̂2
1, ..., σ̂

2
M the estimates for

the variances of the GMM model, Zivkovic proposes to update these parameters by doing

π̂m ← π̂m + α(o(t)m − π̂m)

ˆ⃗µm ← ˆ⃗µm + o(t)m (α/π̂m)δ⃗m

σ̂2
m ← σ̂2

m + o(t)m (α/π̂m)(δ⃗
T
mδ⃗m − σ̂2

m)

(2.9)

where δ⃗m = x⃗(t) − ˆ⃗µm, x⃗
(t) is a given pixel model, o

(t)
m is an ownership function based on

Mahalanobis distance, T is the time interval and α is approximately 1/T . The background

model, B, is now given by

B = argminb

(
b∑

m=1

π̂m > (1− cf )

)
(2.10)
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where cf is a measure of the maximum portion of the data that can belong to foreground

objects without influencing the background model. According to Zivkovic, if an fore-

ground object remains static long enough, its weight becomes larger than cf and it can

be considered to be part of the background. Additionally, from the analysis of the first

line of Equation 2.9 is possible to infer that the object should be static for approximately

log(1− cf )/log(1− α) frames for this to happen.

Another possibility is to use a single Gaussian distribution to model the background

pixels, as in [Wren et al. 1997]. Such approach, which is precursor of GMM-based methods,

is an alternative to save memory and processing time since the load to compute a single

Gaussian distribution is significantly lower than in the case of many distributions.

2.3.3 Fuzzy-based methods

In order to overcome some weaknesses of the original running average-based BGS, [Sigari

et al. 2008] presented a new approach including fuzzy concepts, so called fuzzy running av-

erage. The method is based on the following running average formulation for background

updating

BGt =

αBGt−1 + (1− α)It, if |It(i, j)−BGt−1(i, j)| > thu

BGt−1, otherwise
(2.11)

where α is a factor ranging from 0 to 1. If the difference between a pixel in the current

frame It(i, j) and its corresponding in the last background BGt−1(i, j) is higher than a

threshold thu, then the current background BGt is updated by running average, given by

αBGt−1 + (1 − α)It. Otherwise, the last background model, BGt−1, is kept. Instead of

an overall value for α, Sigari et al. (2008) propose to compute it for each pixel based on

the current value of the fuzzy background subtraction, given by

αi,j = 1− (1− αmin)exp(−5 ∗ FBGS(i, j)) (2.12)

where the fuzzy background subtraction is according to

FBGS(i, j) =

1, if |It(i, j)−BGt−1(i, j)| < ths

|It(i,j)−BGt−1(i,j)|
ths

, otherwise
(2.13)

Another fuzzy-based approach is the method in [El Baf et al. 2008]. This method uses
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Figure 2.25: Foreground detection process using fuzzy Choquet integral. Image adapted
from [El Baf et al. 2008].

fuzzy Choquet integral (FCI) to aggregate color and texture features aiming to support

the foreground/background classification task. Broadly speaking, this BGS system con-

sists of three stages: background initialization, background maintenance and foreground

detection. Particularly, an initial background model is obtained by taking the average of

the first N video frames. Next, this model is updated based on the following rules

BGt(i, j) =

(1− α)BGt−1(i, j) + αIt(i, j), if (i, j) is background

(1− β)BGt−1(i, j) + βIt(i, j), if (i, j) is foreground
(2.14)

where α and β are learning rates to control the speed to adapt to illumination changes and

the incorporation of motionless foreground objects into the background, respectively. The

foreground detection process occurs as depicted in Figure 2.25. Following the flowchart:

Color and texture features are extracted from the background image BGt−1 and the cur-

rent frame It; similarity measures are computed for each feature; the features are aggre-

gated by the FCI; background/foreground classification is done by thresholding Choquet

integral’s results.

2.3.4 Multi-layer BGS based on color and texture

[Yao & Odobez 2007] propose a multi-layer BGS method which extracts local texture

features represented by local binary patterns (LBP) and photometric invariant color mea-

surements in RGB color space. LBP is defined as a gray-scale invariant texture primitive

statistic, obtained by the following operator
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LBPP,R(x) =
{
LBP

(p)
P,R(x)

}
p=1,...,P

,

LBP
(p)
P,R(x) = s(Ig(vp)− Ig(x) + n), s(x) =

{
1 x ≥ 0,

0 x < 0,

(2.15)

where Ig(x) corresponds to the gray value of the pixel x in the image I, and {Ig(vp)}p=1,...,P

to the gray values of the P equally spaced pixels {vp}p=1,...,P on a circle of radius R with

center at x. The parameter n accounts for the noise. Equation 2.15 labels the pixels of

an image region by thresholding the neighborhood of each pixel with the center value and

considering the result as a binary number (binary pattern). According to the authors,

LBP features can work robustly on background modeling in most cases. However it should

fail when both the background image and the foreground objects share the same texture

information. To tackle this problem, they have used photometric color features in RGB

color space. For that, the method compares the color difference between a foreground

pixel and a background pixel using their relative angle in RGB color space with respect

to the origin and the minimal and maximal values for the background pixel (obtained in

a background learning process). Then, at the end, a background model is constructed

from the combination of both texture and color features.

2.3.5 Neural network with self-organization approach

In [Maddalena & Petrosino 2008], artificial neural network (ANN) has been used to per-

form background modeling through a self-organizing approach. This method consists in

organizing the ANN as a 2D flat grid of neurons (or nodes), where each node computes a

function of the weighted linear combination of incoming inputs. The weights, in this case,

resemble the ANN learning, and each node is represented by a weight vector. A neuronal

map representing the background model is then constructed by taking weight vectors for

each color pixel in the input image. To update the model, each pixel of the incoming

frames are fed to the ANN, where they are compared to the current pixel model in order

to analyze if they match. If a best matching occurs, it means that the pixel belongs to

the background; otherwise, it is assumed that the pixel is in a shadowed region or belongs

to a moving object.
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2.4 Superpixel segmentation

The term superpixel describes the process of oversegmenting an image into homogeneous

regions that align well with object boundaries. This allows to represent an image with

only a couple of hundred segments that work as atomic building blocks instead of tens of

thousands of pixels [Schick et al. 2012]. Another point is that, due to their tendency to

adhere to object boundaries, superpixels can further be used in the task of recognizing

object shapes.

Many different approaches to segment an image into superpixels can be found in the

literature. As showed in [Schick et al. 2012], state-of-the-art methods produce relatively

close results with respect to segmentation accuracy and boundary recall. The main differ-

ence among them, in this case, resides in the shapes of the superpixels generated by each

method. That way, some methods provide more regular and compact superpixels, while

others favour a good matching with the object shapes. In the first case, the drawback is

the undersegmentation issue, which means that sometimes much more superpixels than

the necessary are generated. In the second case, the problem refers to computational

load, since these are usually graph-based methods. To illustrate these scenarios, Figure

2.26 compares segmentations produced by two methods that are representative of each

aforementioned case. They are, respectively, simple linear iterative clustering (SLIC)1

and graph-based image segmentation; both will be discussed in the following.

1Available at www.vlfeat.org/.

Figure 2.26: Examples of image segmentation. (a) Original image, (b) superpixels
produced by the graph-based approach (images taken from [Felzenszwalb & Hutten-
locher 2004]) and (c) superpixels generated by applying SLIC on (a).
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2.4.1 Simple linear iterative clustering

SLIC is an adaptation of k -means for superpixel generation, proposed by [Achanta

et al. 2012]. To understand how SLIC works, let us firstly see the rationale behind

k -means. K -means is a very simple clustering algorithm, which became quite popular in

image processing applications. It works by assigning each pixel in the image to the nearest

cluster, considering a priori k clusters. In a general manner, the method is composed by

the following steps:

1. Place k points into the space represented by the objects that are being clustered.

These points represent initial group centroids;

2. Assign each object to the group that has the closest centroid;

3. When all objects have been assigned, recalculate the positions of the k centroids;

4. Repeat steps 2 and 3 until the centroids no longer move. This produces a separation

of the objects into groups from which the metric to be minimized can be calculated.

The metric to be minimized, in this case, is the within-cluster sum of squares. SLIC

is based on the same idea, however it presents two modifications aiming to save computer

time and to provide more regularity and compactness for the superpixels. The first modi-

fication consists in constraining the search space to a region proportional to the superpixel

size, that way reducing the number of distance calculations in the optimization process

(see Figure 2.27). The second change consists in using, instead of the original K -means

metric, a weighted distance measure that combines color and spatial proximity

Figure 2.27: Difference in the superpixel search regions of k -means and SLIC. (a) Standard
k -means searches the entire image, while (b) SLIC searches a limited region. Image taken
from [Achanta et al. 2012].
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D =

√
dc

2 +

(
ds
S

)2

m2 (2.16)

where dc denotes the Euclidean distance between pixel and cluster intensities in [l a b]T

color space, ds is the Euclidean distance between pixel and cluster spatial coordinates, S is

the sampling interval and m is a factor which provides control over size and compactness

of the generated superpixels.

2.4.2 Graph-based image segmentation

[Felzenszwalb & Huttenlocher 2004] propose to segment an image through a graph-

based approach. The method selects edges from a graph, where each pixel in the image

corresponds to a node in the graph, and certain neighboring pixels are connected by

undirected edges. Weights on each edge measure the dissimilarity between pixels. In order

to avoid over-segmentation of regions with high variability but that belong to the same

object, the method adaptively adjusts the segmentation criterion based on the degree

of variability in adjacent regions of the image. Moreover the evidence for a boundary

between two regions is inferred by comparing two measures: intensity differences across

the boundary and intensity differences between neighboring pixels within each region.

From the example of segmentation produced by this method (showed in Figure 2.26.b),

it is possible to notice that, differently from SLIC (Figure 2.26.c), the superpixels do not

have any format or size restriction, varying from small round (e.g., the vehicle wheels) to

big rectangular-shaped (e.g., the road area) segments.

2.5 Relation to our work

In Section 2.1, it was mentioned that road detection is a required task in many systems

that develop tasks related to the traffic. It is the case of traffic speed enforcement based

on radars, where information about the lanes is used to calibrate the sensors. With the

advent of the HD imaging, images could be taken from large distances, as from aircrafts

or even satellites. This have allowed the use of such devices for monitoring purposes,

including the inspection of road structures, as well as the analysis of traffic conditions.

Image-based systems have also been employed directly on vehicles, as a way to provide

driver assistance or, more ambitiously, to enable autonomous driving.

Although these researches are not directly related to our work — which is turned to
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traffic surveillance applications from cameras in fixed roadside spots —, some solutions

presented by them have inspired the development of the present work. It is the case,

for example, of the image color analysis proposed by [Li et al. 2009]. As we shall see in

future chapters, our system is based on a color feature called gray amount, which takes

into account gray pixels in the image similarly to the method of Li et al. (2009).

In Section 2.2, we discussed the methods that are directly related to our work. Accord-

ing to the classification scheme that we have adopted, BGO methods are the ones which

focus only on background features; FGO focus only on motion information extracted from

the foreground; and HBF take advantage of both image components. By this criterion,

as it will be clear later, our method fits into the HBF category.

Relevant improvements compared to state-of-the-art methods are presented. First, our

road segmentation process is superpixel-driven, which allows for segmentation of struc-

tures with any shape. Second, rather than using just one feature, we extract a set of

them, regarding different aspects — color, texture and horizon line — from the image

background. By doing so, our algorithm is able to carry out the road segmentation in

a greater range of situations. And third, we deal with motion information from a con-

textual manner, which allows us to know when a moving object is or is not a vehicle. It

contributes to the robustness of the method, since in real traffic scenes usually exist other

moving objects besides cars.

Other important remark concerns the BGS. In Section 2.2.2 we investigated the solu-

tions proposed by the existing road detection methods to fix the problem of separating

background and foreground information. As observed, the BGS methods that have been

adopted are too simplistic and outdated. Indeed, there are other more elaborate tech-

niques, as approached in Section 2.3. However even those advanced techniques do not

provide a background modeling good enough for our purposes. This is because they

are specially sensible to foreground objects that move slowly in the scene. To overcome

this problem, we propose a innovative background modeling approach, which takes into

account contextual information during the modeling process.

Closing this chapter, we have discussed about segmentation. As already said, our

system segments the road based on superpixel generation. Again, an owner solution

was developed to cope with this issue. This is because the over-segmentation problem

presented by methods as in [Achanta et al. 2012], as well as the computational cost of

graph-based methods as in [Felzenszwalb & Huttenlocher 2004] are not compatible with

our purposes. This point will be better comprehended in the next chapters, when we will

present the details of our road detection method.
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As we have seen, rather than a specific procedure to be applied on an image, road

detection methods are comprised of a set of smaller subtasks, each one involving different

image processing techniques. Besides the methods behind each technique, the final result

depends on how these techniques are arranged to compose the bigger system.

This chapter introduces our road detection method by providing an overview of the

entire system, mainly approaching how its components are organized. At this moment,

the proposed method is addressed in a general manner, starting from the requirements

and constraints that have driven the conception of the method to the general design of

the proposed solution.

3.1 Requirements and constraints

The road detection system presented here has been developed according to the following

guidelines:

• Detection of roads with any shape. The proposed system must be able to

detect urban paved roads with any shape, such as straight or curved road segments,
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intersections, roundabouts etc.. curved roads, and not necessarily well-structured

(i.e., with visible and well-defined curbs and markings).

• Detection of poorly-structured roads. The system must provide detection even

at the presence of poorly-structured roads (i.e., without visible and well-defined

curbs and markings).

• Robustness to motionless foreground objects. The proposed method must

include a strategy to deal with foreground objects that move slowly or even stop in

the scene.

• Robustness to partial lack of features. In order to be applicable in a wider

range of urban scenarios, the proposed method must be robust to situations where

the features are not fully present (e.g., when there is no motion in the scene or the

horizon line is not visible).

• Low computational complexity. The goal of the road detection method is to

support a traffic analysis system in an on-the-fly manner. Thus, it is imperative

that such a method save the maximum memory and processing time to the traffic

analysis module.

Moreover the following constraints limit the scope of this system:

• Natural daylight illumination. At this point, the system will not be able to

operate at night conditions.

• Gray asphalt. The detection is restricted to roads paved with common gray as-

phalt. Although in very specific cases the asphalt is painted another color, this

constraint attends the vast majority of the urban situations.

• Perspective images. Although it could eventually work for aerial taken images,

the system has been designed regarding only traffic images taken in perspective.

This is the usual type of image in traffic monitoring.

3.2 System conception

Based on the points listed in the last section, we conceived our road detection method upon

the following rationale, illustrated in Figure 3.1. Taking a traffic image (Figure 3.1.a),

after BGS if we can segment the entire objects present in this image (Figure 3.1.b), then

we can find out which of them correspond to road parts by doing some assumptions:
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• Gray color. Despite some variations in the color intensity and tonality, roads are

generally gray. That way, if most of the pixels of a given object are not gray, then

this object is not a road.

• Homogeneous texture. In order to reach a large view of the roads, traffic surveil-

lance cameras are usually placed in elevated spots in roadside. Because the texture

is not distance invariant, the road pavement roughness is not caught by the cameras.

Thereby the road texture presents a high homogeneity in this kind of image.

• Position below the horizon line. Given a road in a traffic scene, taken in

perspective, the road area will always appear below the horizon line.

• Vehicle motion occurrence. Under normal conditions, vehicles in a traffic scene

always move on the road surface. Therefore if the position of a given vehicle is

known, then the position of the corresponding road part is also known.

Each assumption gives rise to a respective feature: color, texture, position relative

to the horizon line and vehicle motion occurrence. In a traffic image, if an object is

predominantly gray (Figure 3.1.c), has homogeneous texture (Figure 3.1.d), appears fully

below the horizon line (Figure 3.1.e) and is where vehicle motion occurs (Figure 3.1.f),

then there is a high probability of this object to be a road. By expanding this reasoning

we conclude: the probability of a given object to be road is proportional to how much it

matches with the conceived features.

However it is noticeable that the first three features are not sufficient to determine if

an object is a road. In this case, working as exclusion criteria. In other words, the sky in

a cloudy day could present a gray color along with a homogeneous texture. But since the

sky never appears below the horizon line, then it would be discarded.

For a few cases, it is true, this rationale will not work. Indeed a sidewalk could be

gray, homogeneously textured and fully below the horizon line. Thus, in such case motion

information is required to disambiguate the classification. It is noteworthy that, although

the proposed system has been designed to work when a partial lack of feature occurs, its

efficiency depends on the quantity and the quality of the available features. Nevertheless,

there are too few objects that, like a sidewalk, could be mistaken for a road in an usual

traffic scene. That said, by inferring and weighting the probability of each pointed feature,

we can determine the global probability of an object to be or not a road. This way, by

taking the objects with suitable probability rank, we can compose a road mask (Figure

3.1.g) that matches to the real road area (Figure 3.1.h).
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Figure 3.1: Rationale behind the proposed road detection method. (a) Input traffic image,
(b) segmentation of the objects in (a) after BGS, (c) segments predominantly gray, (d)
segments homogeneously textured, (e) segments fully bellow the horizon line, (f) segments
where vehicle motion occurs, (g) segments selected as being road and (h) the resulting
road mask overlapping (a).

3.3 System design

Figure 3.2 shows an overview of the system that we have designed to accomplish the

methodology proposed in the last section. Like all related methods discussed so far, ours

begins by doing BGS for each new frame of a given traffic sequence. However, in our

case, BGS is comprised of a novel background modeling process, which is responsible for

making the system robust to motionless foreground objects. As a HBF method, both

generated models of background and of foreground are exploited at the detection phase.

From the background, besides extracting color, texture and horizon line features, our

system segments each object in the image by generating superpixels. The foreground, in

turn, is submitted to a motion analysis process, which is intended to find out the objects

corresponding to vehicles; these objects give rise to the motion feature. The last stage

refers to a classification process, where each superpixel (image object) is matched with

the correspondent feature vector. This process is responsible for separating the objects

into road and non-road classes, yielding a road mask.
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Figure 3.2: Overview of the proposed road detection system: First, video frames are
separated into background and foreground by BGS. Next, superpixel segmentation and
feature extraction are performed in the background model, while the foreground model is
submitted to a motion analysis. Finally, object classification matches each image object
with the corresponding feature vector in order to produce a road mask.

3.4 Dataset

There are very few available datasets comprised of traffic surveillance videos. Even those

which can be found, most of the time are intended to traffic analysis applications. In

that case, since the goal is not forward road detection but for evaluating traffic status,

videos are taken from the same road at different traffic conditions. Therefore they are not
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Figure 3.3: Some instances of our dataset. The images illustrate some of the difficulties
imposed to our road detection method, such as roads of different shapes with worn out
markings, vehicles parked on roadside, shadows, lighting variations, pedestrians, trees,
etc.

suitable for our purposes. Another option would be using the same dataset as the related

works, however none of them has provided it. That way, we needed to collect our own

traffic videos.

Our dataset is comprised of 26 videos of traffic surveillance, each one taken from a

different urban road1. Figure 3.3 shows some frames extracted from these videos. As

can be seen, this is a very challenging dataset, including roads of different shapes with

worn out markings, vehicles parked on roadside, shadows, lighting variations, pedestrians,

trees, among other difficulties.

3.5 Closure

The road detection method outlined in this chapter is based on a number of tasks, dealt

as black boxes so far. Background modeling, superpixel segmentation, motion analysis,

feature extraction are all issues that still need to be addressed.

In the next chapter we will present our solution to cope with each one of those issues.

1Videos were provided by COGEL (Companhia de Governança Eletrônica do Salvador), which is the
local agency responsible for the video surveillance system of Salvador city. There are a total of 26 videos,
each one with approximately 50 seconds, resolution 320 x 240 and frame rate 25 frames per second.
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As will be seen, they are novel in many aspects in order to provide the functionalities

specified here. This is the case of our background modeling method, which takes into

account contextual information extracted from the scene in order to deal with motionless

foreground objects. Our segmentation method, in turn, overcomes the over-segmentation

problem by generating superpixels that match, as much as possible, with the shapes of

the objects in the image. Differently from graph-based techniques, this is done without

significant computational cost. Similarly, our road detection method is comprised of

simple-but-efficient strategies to perform feature extraction. This way, we have reached a

good trade-off between performance on the detection and computational complexity.
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As previously discussed, road detection is not the final purpose for a traffic analysis

system. Instead it is a tool to aid the module in charge of extracting traffic data. There-

fore computational complexity is a crucial issue for road detection algorithms, since an

excessive load could compromise the performance of those processes directly related to

the traffic analysis.

The implementation of our road detection method has been carried out with this mat-

ter in mind. As will be shown next, we have developed solutions that conjugate low

computational complexity with effectiveness. Such an accomplishment has been reached

by means of multifunctional processes. For example, during the background modeling
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stage we perform vehicle detection. The goal, in that case, was to use contextual informa-

tion obtained from vehicles to improve the modeling process. However, since the vehicles

were detected, information about them could also be used by the motion analysis process

in order to extract an improved motion feature. Likewise, the color feature extraction

is based on an aforementioned color metric (called gray amount), which has been shared

with the background modeling process. Multifunctionality is also present in our segmen-

tation algorithm, which is based on a concept called edge density, computed to determine

the superpixels. It turns out that edge density is also a good texture descriptor, so that

it can be used to extract texture feature. But not only that: edge density is also the basis

for horizon line estimation, as will be seen later.

4.1 Context-supported road information for back-

ground modeling

Figure 4.1 shows an overview of the proposed background modeling method, so called

context-supported road information (CRON), which is based on the following strategy.

Firstly, BGS based on approximated median is performed to extract a foreground mask,

as well as to generate an earlier color background model. Next, the mask is analyzed

Figure 4.1: Overview of the context-supported road information for background modeling
(CRON). The method is comprised of three main tasks: approximated median BGS, which
performs background/foreground separation; vehicle filtering, responsible for extracting
contextual information from the scene; and color analysis, the process intended to generate
background models adaptively.
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in order to filter out those objects most likely to correspond to vehicles, since vehicle

localization mostly reveals the presence of the road. These revealed road parts provide

information about the road color, which is used adaptively to update the background

model by maximizing the road color in the image.

4.1.1 Approximated median BGS

The rationale of CRON resides in using road color information as reference to adaptively

model the background, in order to better distinguish between background and foreground

objects, when dealing with traffic videos. For that aim, an initial requirement is to extract

some road information, as well as to obtain a starting background model which will be

posteriorly updated. To tackle this problem, we use the approximated median BGS, pro-

posed by [McFarlane & Schofield 1995], to separate the foreground from the background

at the beginning of the processing (by now, without concerning for the motionless fore-

ground objects problem). The approximated median algorithm is an improvement of the

original median based BGS, which addresses the memory requirement problem. In the

approximated form, instead of storing each pixel value along the frames to calculate the

median, the background is obtained by incrementing or decrementing the pixel intensities,

depending on whether its value becomes higher or lower from the current frame to the

next. This is given by

BGk =

{
BG(k−1) + u, if Framek −BG(k−1) > 0

BG(k−1) − u, otherwise
(4.1)

where BG denotes pixels in background, u is a background updating factor, and k =

1, 2, ..., N is the number of frames to be analyzed. Additionally, a foreground mask can

be obtained by doing

FGk =

{
1, if

∣∣Framek −BG(k−1)

∣∣ > ρ

0, otherwise
(4.2)

where FG denote pixels in the foreground, and ρ is the threshold to determine the fore-

ground.

The motivation to use the approximated median BGS as support for our background

modeling method, was mainly because it attends the on-the-fly requisites of our system.

Besides, when in presence of relatively fast moving objects, by adequately choosing u and

ρ, the approximated median yields a background model good enough for our purposes

at this point. Indeed the quality of the background model produced at this point is not
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Figure 4.2: Vehicle filtering for road sample extraction. Following the arrows: foreground
blobs are evaluated by the solidity criterion, which measures the area of intersection
among the blob and its convex-hull; aspect ratio of this convex-hull is analyzed: if an
object meets this criterion, it is considered car; orientation relative to the x-axis is further
considered in order to distinguish vehicles from people; at the end, the road regions are
taken as the bottom of the convex-hulls of the objects passed in the criteria chain.

critical, since it will be posteriorly updated by CRON, as will be described in the next

sections.

4.1.2 Vehicle filtering

Methods in the same category of CRON, which provide background modeling, usually

do not properly deal with foreground objects when they become slow or static in the

video sequence. This mainly happens due to their generalist approaches, focused on just

temporal aspects of the pixel behaviour. In other words, since such methods do not use

any contextual information in order to learn how foreground and background pixels are,

they are not capable of distinguishing among them if these two kinds of pixels behave

similar for a while.

To address that question, CRON adopts a more context-aware approach. The method

starts by analyzing the foreground mask provided by Equation 4.2 in order to filter those

objects more likely to be vehicles. For that, each blob in the mask (black regions) is

analyzed by following a chain of criteria, as in Figure 4.2.

1. Solidity consists in a measure of how much pixels in the blob are also pixels of the

convex hull which envelops that blob. The idea is that cars tend to be convex objects
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and, therefore, if a given object presents low solidity, it is probably not a car. This

first criterion mainly serves to eliminate those blobs derived from groups of people

that are walking near to each other. However, the solidity alone is not enough to

determine if an object is a car. For example, people walking alone with arms near to

the body appear to be reasonably convex (as seen with the person inside the green

hull in Figure 4.2). Then, to deal with such situations, the algorithm analyzes the

blob under the next criterion.

2. Aspect ratio. In traffic surveillance videos, foreground is normally comprised of

vehicles passing on the roads, as well as people crossing these roads or walking

on the sidewalks. In this context, a discriminant feature to distinguish cars from

isolated people is the aspect ratio, i.e., the relation between height and width of an

object. Since the height of a common person is not smaller than three times the

width, in situations where it is not true the object is probably a car (green arrows

in Figure 4.2). This rule, however, is not valid for long vehicles, like bus or trucks,

or even small cars queued (yellow arrows in Figure 4.2). For those cases, the blobs

are further analyzed under the next criterion.

3. Orientation. Taking the x-axis as reference (white segments in Figure 4.2), the

angle formed by the longest axis of the blobs is somewhat different when it comes

from people (red arrow in Figure 4.2) or vehicles. While the former presents nearly

90 degrees, the latter follows the orientation of the roads, which are almost never

vertical from the common viewpoints of surveillance cameras. Thus, by choosing

the correct angles, the orientation criterion can help us to further identify vehicles

in the foreground mask.

After passing throughout this triage process, the remaining objects — considered to

be vehicles — are used to detect road regions. For that, only the pixels at the bottom

of the vehicle convex hulls (blue regions in Figure 4.2) are selected. The goal is to avoid

misclassification, since, in the images, the lowest parts of the vehicles are always overlap-

ping road regions, while the same cannot be said for the upper parts. At the end of the

vehicle filtering, the selected pixels are then accumulated along the frames to support the

adaptive road color analysis, as will be described in the next section.

4.1.3 Road color-based adaptive analysis

In order to analyze the color aspect of the road pixels, we conceived a descriptor called

gray-amount (Algorithm 1, Line 9), which is computed by taking the mean of two mea-
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sures:

• Pixel grayness. This measure is reached by calculating, for each pixel, the average

of the RGB inter-channel square differences (Line 7).

• Color pixel distance to the road color. This measure consists in the euclidean

distance from the pixel intensity to the road color (Line 8).

Algorithm 1 CRON: context-supported road information for background modeling

Input: Traffic video
Output: Background model newBG
1: /* Main Routine */
2: for k = 1 to K frames do
3: [BG(k), FG(k)] ← approximatedMedianBGS(k)

4: Rmap(k) ← vehicleFiltering(FG(k)) ◃ Mapped road pixels

5: roadColor ← weightedMean(Rmap(k), BG(k))

6: /* Pixelwise operations */

7: G′
(k) ←

2∑
i=1,

Ci∈{R,G,B}

2∑
j=i+1,

Cj∈{R,G,B}

(
BGCi −BGCj

)2
k

3

8: G′′
(k) ←

∣∣∣BGR(k)+BGG(k)+BGB(k)

3 − roadColor
∣∣∣

9: G(k) ←
G′

(k)
+G′′

(k)

2 ◃ Gray Amount

10: /* Update */
11: if (G(k) > G(k−1)) and (FG(k) == 0) then
12: newBG(k) ← BG(k)

13: end if
14: end for

The first measure — adapted from Equation 2.1 [Li et al. 2009] — aims to favour gray

pixels, since they have similar values in each channel. On the other hand, the greater the

inter-channel difference, the lower this measure. It is in line with the system constraints

presented in last chapter, where we have limited the scope to only paved gray roads. In

respect to the second measure, pixel intensity is computed by taking the mean of its RGB

values1. The road color is then adaptively obtained by extracting samples of road pixels

1Equivalent to convert the pixel to grayscale.
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from the earlier background model. This is possible due to the road portions revealed at

the filtering process presented in Section 4.1.2. In this case, we calculate the weighted

average of the sampled road pixels, where the weights are given by the correspondent

accumulation of the detected vehicles along the frames. The idea is to give more weight

to the colors of the road regions where the heavier traffic occurs.

Algorithm 1 delineates the whole background modeling process presented here. As

can be seen from Line 10, CRON controls the updating of the earlier background model

by maximizing the gray amount for each of their pixels. This way, if a previous static

foreground object starts moving, then the gray amount in that region increases due to

the road pixels being revealed, which results in a fast background updating. On the

other hand, if a moving object suddenly stops, the gray amount in that region gradually

decreases, which make the updating process stops there.

4.2 Superpixel segmentation based on edge density

In our discussion about superpixel segmentation, in Chapter 2, we pointed out some

drawbacks of existing approaches. As seen, there is usually a trade-off between over-

segmentation and computational load. The problem is that both effects are incompatible

with our road detection system as designed. Indeed, whilst low computational complexity

is an explicit system requirement, a segmentation process that excessively divides the

road area in many small parts would turn difficult the posterior classification of these

parts. This is because the features that we conceived sometimes present local variations

in relation to their global aspect. For example, although the road color is generally gray, it

can vary locally due to shadows and lighting variations. The same is true for the texture,

mainly affected by markings on the road, or the motion, that does not occur over every

minimal part of the road, but just next to its center. Thus, to overcome these problems,

we developed a different superpixel approach, which is very simple and runs fast, while

providing a satisfactory matching with object shapes. This technique is based on the

concept called edge density, which ultimately denotes the amount of edges in a given

image region. Figure 4.3 depicts how this concept is useful to generate superpixels, step

by step.

The first step is to compute the image gradients (Figure 4.3.a); then, an iterative

process begins. Like an edge detector (e.g., Canny, Sobel), thresholding is used to obtain

the image edges. Initially we use a fewer restrictive threshold, so that a great amount

of edges are detected. As the process iterates, the threshold becomes higher, yielding
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increasingly less edges (Figure 4.3.b). The rationale consists in progressively extracting

the contour of the objects in a top-down manner. In this case, detecting a great amount of

Figure 4.3: Superpixel segmentation based on edge density. From left to right, columns
show intermediate results at iterations 1, 3 and 6 (for a total of 6); T is the threshold pair
for a Canny-based edge detection. The rows: (a) input image, (b) detected edges, (c) edge
density filtering, (d) thresholding of (c), (e) contour extraction of (d), (f) accumulated
contours, and (g) final result after applying morphological operations on (f).
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edges allow us to extract the outer contour of the object, since the edges tend to compose

a cluster with the same shape of the object that originate them. As the number of edges

decreases at each new iteration, we are able to extract the contour of smaller and smaller

internal parts of the objects.

The next step is to perform a spatial linear filtering (Figure 4.3.c) in the edge image

by means of so-called edge density filter

ED =
1

S2

S2∑
i=1

pi (4.3)

where the edge density ED is the arithmetic median calculated in the neighborhood SxS

of the pixels pi.

The idea behind this filter is that, although the edge clusters are discontinuous, i.e.,

composed by edge and non-edge pixels, their local edge density is not null. This way, by

applying a suitable threshold over the filter kernel, we can expand the edges to fill the

area covered by the filter. On the other hand, the expanded edges lose the adherence

with the real contour of the objects in the original image. To cope with this situation,

a thinning morphological operation is then applied in order to refine the borders, but

without generating new discontinuities. Since the edges are expanded by S−1 pixels, the

thinning needs to be performed (S− 1)/2 times to correctly return them to their original

position in the image2 (Figure 4.3.d).

Once repositioned, we then use lookup table (LUT) technique to extract the contour of

the expanded edges (Figure 4.3.e), so that by this process we obtain only perfectly closed

segments, which are suitable to be superpixels. At the end, after having accumulated the

contours generated at each algorithm iteration (Figure 4.3.f), we then apply morphological

operations in order to merge adjacent contours and remove isolated pixels (Figure 4.3.g).

Algorithm 2 summarizes the entire superpixel segmentation process described here.

4.3 Simple-but-efficient strategies for feature extrac-

tion

In this section we present the processes used to extract the features that we have conceived

at the system design: color, texture, position relative to the horizon line and vehicle

motion occurrence. As previously discussed, in an effort to ensure low computational

2Considering that the thinning operation occurs symmetrically in both sides of the edges.
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Algorithm 2 Superpixel segmentation based on edge density

Input: Grayscale image I, initial filter size S, lower and higher thresholds [t, T ]
Output: Binary image containing superpixels SPX
1: /* Initialization */
2: GM ← gradientMagnitudes(I)
3: SPX ← 0
4: /* Main Routine */
5: for k = t to T do
6: E ← edgeSelection(GM ,k)
7: for each pixel pi in a region SxS of E do

8: ED ← 1
S2

∑S2

i=1 pi ◃ Edge Density
9: end for
10: Perform binarization of ED
11: Perform thinning of ED ((S − 1)/2) times
12: B ← blobContourExtraction(ED)
13: /* Update */
14: SPX ← OR(SPX,B)
15: if S ≥ 5 then
16: S ← S − 2
17: end if
18: end for
19: /* Post-processing */
20: Perform morphological operations on SPX

load, we make use of multifunctional strategies so that the features are extracted in a

simple-but-efficient manner.

4.3.1 Gray amount-based color feature

The gray amount concept presented in Section 4.1.3 is directly used here as a pixel color

descriptor. The motivation is that, since this measure has been calculated based on the

road color itself, the closer the pixel color in relation to the road color, the higher the

gray amount. This way, the feature is computed for each superpixel by taking the average

gray amount of all of its pixels. To illustrate its relative importance to the road detection

process, Figure 4.4 depicts the heat map of the gray amount descriptor, where the higher

the gray amount, the hotter the image pixel. Notice how the road areas have the hotter

values of the map. As expected, it is not sufficient to distinguish the road because other

objects also present high gray amount, especially sidewalks and buildings.
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Figure 4.4: Gray amount-based color feature represented in heat maps. First row, input
images; second row, correspondent gray amount images represented in heat maps; on the
bottom, heat map scale.

4.3.2 Edge density-based texture feature

Similar to the color feature, the texture feature is also obtained by reusing a descriptor

previously computed; in this case, we compute the average edge density of the superpixel.

When filtered by an edge detector, objects with homogeneous texture yield fewer edges

than non-homogeneous ones. This way we can further use the edge density provided by our

superpixel method as a texture homogeneity metric. The heat map in Figure 4.5 evidences

how much this feature can be meaningful for our segmentation purpose, substantially

highlighting the road region around the other objects. Again, it is noticeable that the

Figure 4.5: Edge density-based texture feature represented in heat maps. First row, input
images; second row, correspondent edge density images represented in heat maps; on the
bottom, heat map scale.
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feature alone is not sufficient to detect the road, since there are other objects in the images

with homogeneous texture (e.g., sidewalks and the sky).

4.3.3 Horizon line estimation based on edge density

Herdtweck and Wallraven (2010) evaluated several methods to detect horizon lines in both

urban and non-urban scenarios [Herdtweck & Wallraven 2010]. Among them, a particular

approach stands out because, unlike what is usually done, it is not based on vanishing

point analysis. Instead, it uses Gabor filters — a technique commonly applied to encode

texture information. By this method, the horizon line is estimated as the image line that

produces the maximum response to the filters. Despite the authors do not deepen into

the hypothesis that has motivated this method, it is expectable that the horizon is the

most likely place for containing the highest concentration of objects in the image due to

perspective effects. Consequently, this will also be the region with the highest texture

concentration, which ultimately will maximize the response of the filters.

Our horizon line estimation method is inspired by the same idea. However, rather than

spending more processing time to perform Gabor filtering, we assume the horizon line to

be the image line with the maximum edge density, which has already been computed

in some previous steps. It is straightforward because, once a region has the highest

texture concentration, it also will be more likely to contain edges. Figure 4.6 shows some

examples of horizon line estimated based on this idea. Once the horizon line is found, the

corresponding feature is computed by calculating the vertical position of the superpixel

related to this line (normalized in the interval [0;1]). In other words, since the road

is expected to be always below to the horizon line, the feature is proportional to the

Figure 4.6: Horizon line estimation based on edge density. First row, input images; second
row, correspondent edge density images and estimated horizon lines (red).
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Figure 4.7: Vehicle motion-based feature. First row, input images; second row, corre-
spondent motion mapping images represented in heat maps; on the bottom, heat map
scale.

superpixel part that meets such condition. Thus, a superpixel fully below the horizon line

has maximum prior value, while a fully above one has prior value equal to zero.

4.3.4 Vehicle motion-based features

While cars are moving in a traffic scene, their trajectories are an obvious cue to identify

the road region. Since our road detection system has performed a vehicle detection process

in a previous stage (see Section 4.1.2), it is straightforward to use the data extracted at

that moment in favour of identifying the road pixels. We reach this by projecting on each

superpixel the map containing the accumulated data of vehicle motion along the frames.

Figure 4.7 shows some heat maps representing the accumulated motion data, where

the hotter the pixel, the higher the frequency of motion occurred on it. In this case, we

compute the feature regarding two dimensions: (i) motion intensity, which measures the

average intensity of the traffic in the superpixel region and is calculated by normalizing

the values of the motion map in the interval [0;1] and taking their average; and (ii) motion

range, which measures the covering of the traffic area over the superpixel area; this is done

by binarizing the motion map and dividing the sum of all 1-valued pixels by the total of

pixels within the superpixel.
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4.4 Object classification

The described feature extraction process outputs a 5-D vector — color, texture, position

relative to horizon line and two dimensions for motion — for each generated superpixel.

The object classification stage provides the rule by which the superpixels are judged as

being road or non-road, depending on the corresponding feature values.

In the literature there are several techniques intending to solve classification prob-

lems, such as ANN, support vector machine (SVM), Bayesian classifiers, just to cite

a few. Among them, one of the most simple and fast are decision trees. According

to [Murthy 1997], decision trees perform classification by a sequence of simple and easy-

to-understand tests whose semantics are intuitively clear to domain experts.

In our work, the classification problem is solved by means of a structure similar to

a decision tree. However, instead of using a supervised method to automatically learn

the decision rules, we have constructed them manually, in an empirical manner. This

was possible because, by the way that our system was designed, the relationship among

Figure 4.8: Object classification based on decision tree structure. The root (first node) and
the branches (intermediate nodes) correspond to the features; the labels shows the decision
rules (based on feature values); and the leaves (final nodes) contain the classification result.
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the features and the classification problem is easy to be inferred. It is advantageous

since the method does not require an extra effort to perform training sets, which further

facilitates the system setup. On the other hand, classifiers based on supervised learning are

driven by consolidated optimization techniques, which could lead our system to improved

results. Nevertheless, as the experimental evaluation in next chapter will show, even this

simplistic classification strategy reaches satisfactory results, which ultimately confirms

the effectiveness of our method as a whole. Figure 4.8 depicts the structure of the used

classifier, as well as the feature values for each proposed rule.

4.5 Closure

This chapter presented, in details, the implementation of the road detection method that

we have designed in Chapter 3. As showed, the methods were developed taking into

account not only functional effectiveness, but also low computational complexity. Indeed,

in order to provide a good trade-off between these qualities, novel solutions concerning

image processing tasks had to be created. To evaluate them, in the next chapter we will

perform a set of tests comparing some of the related works against ours.
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This chapter presents a thorough evaluation of the proposed road detection method.

Although the key question to be answered is “how well this method detects roads?”, there

are other issues that also deserve attention. It is the case of the developed background

modeling technique. Much more than a simple tool to help a road detection task, this

method shows interesting capabilities that let open the possibility to use it in other traffic

surveillance applications. Section 5.1.1 is dedicated to evaluate this method, comparing

it against some of the advanced BGS techniques previously approached.

Likewise, the method that we propose for generating superpixels goes beyond the

applicability toward traffic images, appearing as a feasible alternative to segment any

kind of image. This conclusion emerges from the comparative analysis presented in Section

5.1.2.

Finally, Section 5.1.3 tries to answer the question raised initially. This is carried out

by confronting our road detection method with the dataset presented in Chapter 3. As

we shall demonstrate, the performance presented over such challenging images confirms

the potential of the method.
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5.1 Experiments

5.1.1 Background modeling performance

A comparative analysis is presented, comparing CRON with some implementations1 of

BGS methods previously discussed. They are identified by the following sorthands:

ABL adaptive background learning [Zhang et al. 2003].

WMM weighted moving mean.

FCI fuzzy Choquet integral [El Baf et al. 2008].

NN self organization through artificial neural networks [Maddalena & Petrosino 2008].

ML multi-layer based on color and texture features [Yao & Odobez 2007].

FG an adapted version of fuzzy running average [Sigari et al. 2008] using Gaussian.

SG simple Gaussian [Wren et al. 1997].

GMM Gaussian mixture model, version of [Zivkovic 2004].

GMM2 original GMM [Stauffer & Grimson 1999], implemented with Mahalanobis dis-

tance.

To assess the performance of the methods in producing reliable background models, we

have gathered four traffic videos, with each video containing a different situation. Table

5.1 summarizes the characteristics of each video. The comparative analysis was made as

follows: i) Firstly, a background model to be used as reference was manually extracted

from each video sequence; ii) after that, binary masks were generated with respect to

the road regions for each background reference; iii) next, for each input video frame, a

background model was produced by each BGS method to be evaluated; iv) at the end,

the generated models were then compared with the corresponding background reference,

considering only the road regions delimited by the road masks. The average error is then

taken as the mean of these differences.

The results obtained from this analysis are depicted in Figures 5.1 and 5.2, where

the average error presented for each method has been plotted. To better view the plots,

the initial parts of the curves are not completely shown, since it corresponds to the

stabilization phase, where too high errors usually occur.

1Available at code.google.com/p/bgslibrary/.
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Table 5.1: Characteristics of the videos used in the background modeling evaluation.

Video Characteristic

#1 Vehicles run uninterruptedly with normal traffic conditions.

#2 An abnormal situation occurs from frame 700, when a car slows
down until stopping, parks on the roadside, and then reverses
looking for a parking spot.

#3 An intersection where cars stop in one of the roads, while cars
on the other road are running; from frame 445, the traffic light
switches and the situation inverts.

#4 A moderate traffic jam occurs between frames #1 and #250, forc-
ing some vehicles to stop, while others remain moving forward; at
frame 500, all vehicles stop for a pedestrian crossing.

Observing the plots of video #1 (Figure 5.1.b), most of the methods performs slightly

better than CRON. This was expected since in the cases where the foreground is always

moving fast, those methods based only on temporal analysis can easily distinguish fore-

ground from background pixels (FCI, NN, FG, GMM, GMM2, ML). CRON, on the other

hand, accumulates some small errors due to foreground pixels that eventually present a

gray amount higher than the background color. Despite that, the performance of CRON

is better than WMM, ABL (which appear to just follow the input) and SG, which presents

a very slow background updating.

In video #2 (Figure 5.1.c), when the abnormal situation occurs, almost all methods

are prone to incorporating motionless foreground pixels as background ones. Only SG

Figure 5.1: Average error in background modeling - Part 1. In (a), the legend for the
graph curves; (b) and (c) show the curves related to, respectively, video sequences 1 and 2.
Black curve represents the raw video, and the remaining ones are the compared methods.
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Figure 5.2: Average error in background modeling - Part 2. In (a), the legend for the
graph curves; (b) and (c) show the curves related to, respectively, video sequences 1 and 2.
Black curve represents the raw video, and the remaining ones are the compared methods.

and CRON yield stable background models in this situation. However the former reaches

this result by means of a poor background updating, as happens in video #1.

From video #3, in Figure 5.2.b, it is noteworthy that the other methods suffers from

the intersection problem, when the cars on a road start moving and the others become

static: leading these methods to always misclassifying foreground as background. After

the stabilization phase, CRON’s performance is always the best.

The plots corresponding to the video #4 in Figure 5.2.c show that some methods, like

FCI and FG, are sometimes capable of dealing with motionless foreground objects for a

short time interval, as is the case in the initial part of the video. However, if the foreground

becomes static for a longer period, as when the vehicles stop on the crosswalk in the middle

part of the video, then these methods also fail in the background modeling. CRON, on the

other hand, has demonstrated to be able to produce reliable background models along all

situations. The stability presented in this modeling process is an interesting advantage,

specially for those applications aimed to segment background objects, as road detection

methods.

The characteristics of CRON are further evidenced by the summarized data shown in

Figure 5.3, where CRON’s mean and standard deviation of the error remain low through-

out all the frames, demonstrating the stability of the method. Moreover Figure 5.4 com-

pares the (manually extracted) background references with the models generated by the

best four competing methods (GMM2, SG, ML and FCI), besides CRON. It is noteworthy

how CRON’s models are always robust to motionless foreground objects.
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Figure 5.3: Background modeling: mean and standard deviation of the error. (a), (b),
(c) and (d) refers to, respectively, video sequences 1, 2, 3 and 4.

5.1.2 Superpixel generation performance

In this section we compare our edge density-based superpixel method with the state-of-

the-art SLIC. The comparison was performed over the manually extracted background

models used in the last section. As ground truth, we used the contours of the binary masks

that were annotated, since they are reliable references for road segmentation. We then

assess the performance of the methods by means of metrics commonly used to evaluate

superpixel algorithms: boundary recall (BR), achievable segmentation accuracy (ASA)

and undersegmentation error (UE). However, in the case of the experimental evaluation

presented here, some adjustments had to be done.

First, most of the methods requires as input the (user-defined) parameter that specifies
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Figure 5.4: Background models. In the first row, frames of manually extracted background
references for each video; in the middle rows, examples of background models given by
the best four compared methods; and in the last row, background models generated by
CRON.

the number of superpixels to be generated. Thus, the evaluation metrics are usually

computed as function of this number — starting with few segments and incrementing the

number iteratively. Our method, on the other hand, defines the number of superpixels

adaptively, so that the user does not have control over the number of segments that are

generated. Thus, our tests could not be performed by varying the number of superpixels.

Instead, we have simply computed the metrics for each dataset instance, and then plotted

the results as a function of the image indexes. In other words, each value in the X-axis

of the graphs presented in this section corresponds to a dataset image (in this case, the
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X-axis is numbered from 1 to 26, the total of dataset instances).

The adopted methodology is compatible with the SLIC implementation2 that we have

evaluated, which is a modified version where the number of segments depends on two input

parameters: the minimum size for the segments and a factor that determines how much

regular their shapes must to be. Against our method, we have tested two configurations

of SLIC, identified by the following shorthands:

ED denotes the proposed edge density-based method, configured with initial filter size

9x9 and lower and higher thresholds 0.05 and 0.175, respectively.

SLIC-1 denotes SLIC configured with superpixel area of at least 15 pixels and regularity

factor 0.1.

SLIC-2 denotes SLIC configured with superpixel area of at least 50 pixels and regularity

factor 0.01.

Next, we discuss the graphs comparing the methods and showing the calculations

behind each evaluation metric.

Number of segments. Figure 5.5 shows the number of superpixels generated by each

method, for each image of the dataset. As expected, SLIC-1 generates much more seg-

ments than SLIC-2 due to its smaller segment area. On average, SLIC-1 produces ap-

proximately 1000 segments per image, while SLIC-2 produces 245 segments per image.

Our method, in turn, produces an intermediate quantity: 443 segments per image, on

average.

Boundary recall (BR) [den Bergh et al. 2013]. This metric evaluates the percentage

of borders from the ground truth that coincides with the borders of the superpixels. It is

formulated as

BR(s) =

∑
p∈B(g) I[minq∈B(S) ∥p− q∥ < ε]

|B(g)|
(5.1)

where B(g) and B(S ) are the union sets of superpixel boundaries of the ground-truth and

the computed superpixels, respectively; p and q are pixels belonging to each of these sets;

and I[.] is an indicator function that returns 1 if the nearest pixel is within ε distance.

We set ε = 2 as in [den Bergh et al. 2013].

Figure 5.6 shows the results of computing BR for each image of the dataset. Our

method provides BR higher than SLIC-1, even generating less than half of the superpix-

els. SLIC-2 performance, on the other hand, shows that SLIC algorithm provides poor

2Available at www.vlfeat.org/.
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Figure 5.5: Number of superpixels generated for each dataset image. On average, SLIC-
1 (blue) produces approximately 1000 segments per image; SLIC-2 (red), 245; and the
proposed edge density-based method (green), 443.

adherence to the object borders when configured to generate a few number of segments.

On average, our method reaches a BR of approximately 0,73; and SLIC-1 and SLIC-2

Figure 5.6: Boundary recall (BR). On average, SLIC-1 (blue) provides a BR of approx-
imately 0,7; SLIC-2 (red), 0,53; and the proposed edge density-based method (green),
0,73.
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reach, respectively, 0,7 and 0,53.

Achievable segmentation accuracy (ASA) [den Bergh et al. 2013]. It is an upper bound

measure that gives the maximum performance when taking superpixels as units for object

segmentation, and is computed as

ASA(s) =

∑
k maxi |sk ∩ gi|∑

i |gi|
(5.2)

where gi are the ground truth segments and sk denotes the output segments of the eval-

uated method. By this metric, the superpixels are labeled with the label of the ground

truth segment which has the largest overlap.

As showed in Figure 5.7, all methods perform very similarly regarding ASA metric.

All of them have reached an average of 0,99 for this metric.

Undersegmentation Error (UE) [den Bergh et al. 2013]. It measures that a superpixel

should not overlap more than one object. The standard formulation is

UE (s) =

∑
i

∑
k:sk∩gi ̸=0 |sk − gi|∑

i |gi|
(5.3)

where gi and sk are the same as in Equation 5.2, and |sk − gi| indicates the size of the

pixel leaks. We then sum the pixel leaks over all the segments and normalize it by the

Figure 5.7: Achievable segmentation accuracy (ASA). On average, all evaluated methods
— SLIC-1 (blue), SLIC-2 (red) and the proposed edge density-based method (green) —
reached approximately 0,99 of ASA.
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Figure 5.8: Undersegmentation error (UE). On average, SLIC-1 (blue) provides a UE
of approximately 0,11; SLIC-2 (red), 0,36; and the proposed edge density-based method
(green), 0,30.

image size
∑

i |gi|. This metric has different implementations in the literature, since it is

not clear in how to treat the pixels that lie on a border between two labels. We take the

metric exactly as used in [Liu et al. 2011].

Figure 5.8 shows the UE presented by each method. Differently from BR and ASA

metrics, the lower the UE, the better the segmentation result. In this case, our method

and SLIC-2 perform significantly poorer than SLIC-1. The results show an average of 0,11

of UE for SLIC-1, 0,30 for ED and 0,36 for SLIC-2. These results can be explained by

considering that UE metric compares segment areas to measure to what extend superpixels

flood over the ground truth segment borders. Obviously, methods that generate big

segments, such as ours and SLIC in the second configuration, are more prone to generate

higher UE than methods that only produce small superpixels, as SLIC-1.

Figure 5.9 shows some segmentations provided by each evaluated method. Notice

how the proposed method is the best in avoiding oversegmentation of road regions, while

ensuring a good adherence to the object borders.

With respect to the processing time, although SLIC is faster than our method, both

methods run very quickly. On average, SLIC takes 27 milliseconds per image, while our

method takes 52 milliseconds per image. It is further significant if we take into account

that these algorithms are implemented in MATLAB. Moreover, as SLIC, our method

is O(N) complex. This is reasonably better than the graph-based method discussed in
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Figure 5.9: Examples of superpixel segmentation: (a) input images; (b), (c) and (d) are
segmentation results generated by, respectively, SLIC-1, SLIC-2 and the proposed edge
density-based algorithm.

Section 2.4.2, which, according to the authors, is O(N logN) complex [Felzenszwalb &

Huttenlocher 2004].

5.1.3 Road detection performance

In this section we evaluate the performance of our method in road detection. Unfor-

tunately, none of the related works that we have discussed make their code or dataset

available for comparison. Thus we decided to compare our method with its earlier itera-

tion, presented in [Santos et al. 2013].

In that earlier version, although the general design of the method is the same, some

improvements had not been developed yet. It is the case of the background modeling

process, which in the earlier version was accomplished by an edge-based approach. Fur-

thermore, the actual version presents improvements in superpixel technique, mainly due
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to the use of LUT to extract the contour of the objects. Finally, instead of the actually

used decision tree structure, the earlier version was based on a SVM classifier.

To assess the performance of the method we perform a pixel-wise comparison of the

generated road masks with the ground truth. From this comparison, we compute the

following metrics:

Accuracy. This measure is the overall correctness of the model and is calculated as

the sum of correct classifications divided by the total number of classifications

tp+ tn

tp+ tn+ fp+ fn
(5.4)

where tp, tn, fp and fn denote the rates of, respectively, true positive, true negative,

false positive and false negative.

Precision is a measure of the accuracy provided that a specific class has been predicted.

It is defined by

tp

tp+ fp
(5.5)

Recall is a measure of the ability of a prediction model to select instances of a certain

class from a data set. It is also called sensitivity, and corresponds to the true positive

rate. It is defined by

tp

tp+ fn
(5.6)

Table 5.2 compares the results presented by our method (actual version) with that

found in [Santos et al. 2013] (earlier version). Moreover earlier version was evaluated

under four different SVM configurations: using polynomial (degree 2 and 3), linear and

radial basis function (RBF) kernels.

According to the results, the performance of the proposed method was significantly

improved in both accuracy and precision; on the other hand, recall decreased in compar-

Table 5.2: Performance evaluation in road detection

Classifier Accuracy Precision Recall
SVM Polynomial-3 0.65 0.76 0.81
SVM Polynomial-2 0.67 0.89 0.74
SVM Linear 0.66 0.71 0.90
SVM RBF 0.70 0.76 0.89
Decision Tree-based 0.75 0.90 0.82
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ison to SVM-based version with linear and RBF kernels. In Figure 5.10 some examples

of these results are showed, including quasi-perfect segmentations (5.10.b), results with

some errors (5.10.d) and results obtained from very challenging scenes (5.10.f), that is,

scenes with poorly-structured roads and high occlusion.

With respect to runtime speed, the evaluation was performed by taking 2000 frames

per video, for each video of our dataset (see Section 3.4). The entire dataset was processed

in approximately 36 minutes, which gives an average of 42 milliseconds per frame3.

5.2 Analysis and closure

Along with the description of our road detection method, several innovative concepts and

techniques were introduced aiming at solving specific problems on image processing. In

this chapter a thorough evaluation of those solutions was accomplished in order to assess

their performance in practice.

The experiments have pointed to positive results. Particularly, regarding the back-

ground modeling, CRON proved to be the most stable among the evaluated methods,

being the only one able to deal with the problem of motionless foreground objects. Like-

wise, the proposed edge density-based superpixel algorithm was successful in providing a

good trade-off between matching with object shapes and computational complexity. When

compared to the state-of-the-art SLIC, our superpixel method was superior in boundary

recall, even generating less than half of the segments produced by SLIC.

Finally, the system comprised of these methods appeared to be a promising approach to

perform road detection. Experiments accomplished in the last section revealed interesting

results: 75% of accuracy, 90% of precision and 82% of recall. Such results are even more

significant if one takes into account the difficulties imposed by the dataset. Furthermore

it is noteworthy the fact that the system runs really fast, taking just over 50 milliseconds

to process each frame.

3Although it could seem strange the entire road detection process spending less time (42ms) than
superpixel generation (52ms, as mentioned in Section 5.1.2), it must be noticed that superpixel generation
is performed only once per video instead of for each frame.
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Figure 5.10: Examples of road detection results generated by the proposed method: (a),
(c) and (e) are the input images; (b) quasi-perfect results; (d) results with some errors;
and (f) results on very challenging scenes.



Chapter 6

Conclusion

This work presented a novel approach to perform road detection in traffic surveillance im-

ages. The proposed method was designed to work in challenging urban scenarios, includ-

ing poorly-structured roads, with different shapes. For that, several problems concerning

computer vision had to be addressed, sometimes requiring completely new solutions.

Along with this work, we have conceived a new approach for background modeling in

traffic videos, so called context-supported road information (CRON). It showed to be a

very stable method, producing reliable background models even in presence of occlusions

caused by moving objects stopped in the scene. Such robustness was reached by means

of an adaptive process, which extracts contextual information from the scene in order to

preserve the background model consistency.

Other important result of this work was a new superpixel method, which is based on

edge information. This algorithm takes advantage from the fact that edges are reliable

descriptors of local dissimilarities in an image, so that they are good candidates to su-

perpixel borders. By handling iteratively the amount of edges extracted from an image,

the proposed method is then able to generate superpixels with high adherence to object

borders in a fast way.

In addition, simple-but-efficient strategies were formulated, allowing us to extract

multiple features — color, texture, position relative to the horizon line and vehicle motion

occurrence — without processing overhead. This way, we could properly deal with partial

lack of features, which ultimately made our road detection method robust to deal with

different situations.

Indeed, we were able to perform road detection efficiently by using a simple unsu-

pervised classifier based on a decision tree structure. This is what indicated a thorough

evaluation, where our method reached about 75% of accuracy, 90% of precision and 82%

of recall over really challenging traffic videos, where in many cases the roads were so

poorly-structured and highly occluded that were difficult to be distinguished from the

other objects even by humans.

In the future, we plan to go forward the following directions in order to further enhance

the results obtained by our method:
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For short term, to investigate the use of supervised probabilistic classifiers, as for in-

stance the Bayesian classifier;

For long term, to design new features, with illumination-invariant properties, in order

to reduce the effects of lighting changes on the detection performance, as well as to

enable the system operation also at night conditions.



Appendix A

Implementation details

This appendix brings complementary details about the road detection method proposed

in this work. Basically, we provide parameter values used at the experiments. The goal

is to facilitate eventual attempts of reproducing the method exactly as described.

A.1 Parameters of CRON

Approximated median parameters were defined as u = 0, 002 (Equation 4.1) and ρ = 0, 098

(Equation 4.2).

Vehicle filtering blobs were accepted in each filtering criterion when presenting solidity >

65%, aspect ratio > 70% and orientation < 65 degrees.

Road color-based adaptive analysis was performed by means of a weighted mean (Algo-

rithm 1), calculated as follows. Let R be a matrix of counters for vehicle motion occurrence

at each pixel p in the image, G the corresponding matrix containing the gray level of these

pixels, N the total of pixels and N(R ̸=0) the number of pixels where motion occurrence is

not null. Then, the road color is estimated by doing

roadColor =

∑N
i=1 R (pi) .G (pi)

N(R ̸=0)

. (A.1)

A.2 Parameters of the superpixel method

Edge density filter size was initialized as S = 9, and decremented by 2 at each new

iteration, to the minimum size of 3.

Low and high thresholds for edge detection were defined as 0, 05 and 0, 175, respectively,

with step of 0, 025.

The morphological operations applied at the post-processing phase (Algorithm 2) were

area opening — to remove isolated particles smaller than 25 pixels of area — and spur —

to remove branches with any size, inside the segments.
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