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A new method for the determination of dynamical features of the molecular dication dissociation pro-
cesses, following the single photon double ionization, investigated by time-of-flight mass spectrometry
technique has been developed. The method is based on an extension of the generalized simulated anneal-
ing statistical methodology, previously applied in other fields. Here it is described and applied, as an
example, to the case of the dissociation of the CO2þ

2 dication giving CO+ + O+ ion fragments. The results
are consistent with previous determination of the metastable lifetime of the dication, but the analysis
also provides additional information about the dynamics of the reaction.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

The physical and chemical properties of molecular dications are
rather different from those of both singly charged ions and neutral
molecules. In solution dications can be stabilized by solvent inter-
actions, however, in the gas phase they are unstable in most cases.
This is due to the coulombic repulsion between the two charges
that can produce a dissociation of the molecular dication in two
singly charged ions. Moreover, in some cases the couplings by
charge transfer effects can produce the formation of a metastable
state [1–5]. It follows that the dynamics and the lifetimes of these
doubly charged metastable states can selectively affect several
microscopic and macroscopic phenomena.

These doubly charged species have an important role in plasma
chemistry and physics: a plasma may contain many molecular
ions, and under some conditions molecular dications are present
in significant concentrations. Molecular dications are also present
in the ionosphere [6] of the earth or of other planets and are of
interest in interstellar clouds and in hot material surrounding star
forming regions [7].

Theoretical calculations of the properties of molecular dications
are far more difficult than similar calculations for neutral mole-
cules or singly charged ions with equivalent numbers of electrons
and nuclear masses. In fact, computing the properties of molecular
ll rights reserved.

: +39 0755853864.
attivi).
dications typically requires full configuration interaction
calculations using very large basis sets.

The simplest mechanisms by which gas phase molecular dica-
tions can be produced are electron impact ionization, or double-
photo-ionization. Synchrotron radiation provides the possibility
of studying the double-photo-ionization of molecules by a single
photon, with high intensity light, allowing the observation of
rather detailed features of the spectroscopy and dynamics of the
parent ion and its fragments.

In recent years, we have investigated the double photo-ioniza-
tion of some simple molecules, like HCl [3,8], HBr [5,9], HI [10],
N2O [11,12], CO2 [13,14], and benzene [15]. For these systems,
the double ionization has been studied as a function of the photon
energy, by measuring the ion products with time-of-flight mass
spectrometry and, in the case of charge separation processes, by
detecting in coincidence the two fragment ions. For HBr, we have
also measured in coincidence the two threshold photoelectrons
[16], obtaining interesting information about the low lying elec-
tronic and vibrational states of the molecular dication.

The typical experimental scheme for measuring photoelectron–
photoion–photoion coincidences is sketched in Fig. 1. The
photo-ionization events occur in the scattering volumes, where
the ultraviolet synchrotron light crosses the molecular beam
formed of ABC molecules. The grids g1 and g2 establish an electric
field that sends the photoelectron towards the electron detector
and the ions in the opposite direction. The latter are then extracted
and, after acceleration due to the field of grid g3, enter into the drift
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Fig. 1. In the lower part shows the schematics of a typical time-of-flight mass
spectrometer. Ions are formed by photoionization in the location s, inside the grid
system g1, g2 and g3. In the upper part, a typical coincidence plot for the double
photoionization of a molecule ABC is shown. In the plot, the t1 and t2 time-of-flight
values for ions produced in coincidence with the same electron are reported as
points. The photoion peaks are represented by horizontal and vertical ribbons of
high intensity points. The location a is where ABC2+ dication are recorded, while the
spot in b represents A+ and BC+ ions in coincidence, i.e. produced in the same
ionization event. The tail c, connecting the locations a and b, represents pairs of ions
produced by the same dication, after a dissociation occurring along the path from s
to the ion detector. Therefore we can say that in a stable dications, in b pairs of ions
produced by instantaneous dissociations, and in c pairs of ions from metastable
dications are recorded.

Fig. 2. Ion coincidence plot of the double photoionization of CO2 as measured at
44 eV photon energy (see Fig. 1 and text).

Fig. 3. Ion coincidence plot for the double photoionization of N2O recorded at 39 eV
photon energy (see Fig. 1 and text).

M. Alagia et al. / Chemical Physics 398 (2012) 134–141 135
tube where they fly to the ion detector. The pulses generated by
the ions arriving at the detector are recorded as a function of the
delay time with respect to the photoelectron. The typical results
of a photoelectron–photoion–photoion-coincidence measurement,
in the dissociative ion–ion formation reaction following the double
photoionization of molecule, are usually reported in an ion–ion
coincidence plot, also shown schematically in the upper part of
Fig. 1. In such a plot one reports the delay time between the pairs
of ions arriving at the detector correlated with the same photoelec-
tron. The vertical and horizontal ribbons, due to high density of
points, indicate the ions correlated with the start pulse of the pho-
toelectron. The position a refers to the signal produced by the
molecular ABC2+ dication, while the spot in the position b indicates
the t1 � t2 region for the observation of A+/BC+ coincidences, in
other words ions correlated with the same photoelectron. The tail
c connecting positions a and b, represents pairs of ions produced
by the ABC2+ dication dissociating into A+ + BC+ along the drift
tube. Considering the time scale, we can assert that ions dissociat-
ing during a very short time, given by the difference between the t1

and t2 limits in the spot b, are enclosed in that spot. Dications with
a lifetime longer than the characteristic ion flight time along the
drift tube are detected in the position a. The ions detected along
the tail are those produced by metastable dications with a lifetime
comparable to the dication flight time along the drift tube. It is
important to stress that the characteristic times for the definition
of an instantaneous dissociation, the metastability of the dication,
or the formation of a stable doubly charged ion, are depending on
the geometrical characteristics of the experimental device and
on the applied electrical potentials. These conditions also deter-
mine the time resolution of the experiment.

In order to better describe the matter reported above, we dis-
cuss the results of two real experiments. In Fig. 2 the plot of coin-
cidences, as measured for the double photoionization of CO2 at
44 eV photon energy, is reported [13,14]. The formation of a stable
CO2þ
2 dication is quite evident, as well as the instantaneous disso-

ciation into O+ and CO+, but also the same dissociation via a meta-
stable dication. From the size of the O+/CO+ coincidence spot we
can define that the instrument (described below) recognizes as
instantaneous dissociations those occurring in a time shorter than
50 ns, while the dications seen as stable are those living for a time
longer than 2.5 ls. Therefore, dissociations occurring via metasta-
ble dication states must happen in the times interval between
50 ns and 2.5 ls. In Fig. 3 the plot of coincidences, as measured
for the double photoionization of N2O at the photon energy of



Fig. 4. A schematic representation of the instrument used for collecting the data
shown in Figs. 2 and 3.
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39 eV, is shown [11,12]. In this case, we observe two instantaneous
charge separation channels, one leading to the formation of Nþ2 and
O+, while another produces NO+ and N+. For the latter it is evident
that also dissociation via a metastable dication occurs, but a stable
N2O2+ dication is not formed.

From the two examples described above it emerges that the
coincidence plots contain detailed qualitative information about
the dynamics of processes promoted by the double photoioniza-
tion of molecules. In order to extract also quantitative information
a numerical analysis of the distribution of coincidences is neces-
sary. In previous experiments a procedure, based on approximated
expressions, obtained from a previous kinematical analysis [17],
has been exploited by Field and Eland [18]. In other cases, a Monte
Carlo trajectory simulation of the ion flight inside the instrument
has been used [13,18,19]. We have used both methods [13], obtain-
ing consistent results for the lifetime of the metastable dication
and the kinetic energy release (KER) into the two product ions.

The extension and generalization of those methods to other sys-
tems appear somewhat difficult, especially because their mathe-
matical basis has never been explicitly published and therefore
the application to data obtained under different conditions is not
immediate. In this paper we report on a new general stochastic
method for the analysis of coincidence plots in order to extract de-
tails of the dynamics of charge separation processes of the type
described above, especially for obtaining the relevant lifetimes.
Such an analysis includes the definition of the geometry and the
relevant electric fields in the time of flight mass spectrometer. In
the next section the instrument used in our experiments is de-
scribed in order to define conditions and parameters employed in
the CO2þ

2 and N2O2+ experiments. Then the new method is illus-
trated in a following section, together with the algorithms used
for the analysis. In the final section the results of its application are
reported and discussed.
2. Description of the instrument

The apparatus exploited to obtain the coincidence plots of the
type in Figs. 2 and 3 is operating at the synchrotron light laboratory
ELETTRA (Trieste, Italy), in the ARPES end station of the Gasphase
Beamline. Details about the beamline and the end station have
been previously reported [11–14]. Only a brief description is given
below (see Fig. 4).

The energy selected synchrotron light beam crosses an effusive
molecular beam of target molecules. In most cases, this target gas
is mixed with a rare gas employed for calibration reference mea-
surements. The product ions are detected in coincidence with pho-
toelectrons. The photon energy resolution provided by the
monochromator is between 1.5 and 2.0 meV in the energy range
recently investigated (25–55 eV). In order to avoid spurious effects
due to the ionization by higher-order diffraction photons, a magne-
sium film filter is placed along the synchrotron radiation beam
path. The molecular beam, the light direction and the ion detection
axes are mutually perpendicular. The ion detection system has
been assembled following the design described by Lavollèe [20].
Such a time-of-flight spectrometer, with an ion position sensitive
detector, is designed specifically to measure the spatial momen-
tum components of the dissociation ion products. The electron
detector, located just below the interaction volume, consists of a
stack of three micro-channel-plates followed by a copper anode.
The ion detector also consists of a stack of three-micro-channel
plates located at the end of a drift tube. The signals are read by
an array of anodes arranged in 32 rows and 32 columns. Such an
arrangement allows the detection of the ion arrival position on
the detector plate. In our experiments the photoelectron signals
are used as start pulses, and then ions are counted as a function
of their arrival time and position on the detector. All experiment
components are controlled by a computer that also records exper-
imental data.

As already mentioned above, the target gas is supplied to a nee-
dle beam source kept at room temperature, where it is also mixed
with helium or argon. This allows us to normalize all ion signals, at
each photon energy, to the total ion yield of the rare gas signal
measured at that energy. An adjustable leak valve along the gas in-
let line is used to control the gas flow, which is monitored by
recording the pressure in the main vacuum chamber. The incident
photon flux and the gas pressure are monitored and stored in sep-
arate acquisition channels. Ion yields are then corrected for pres-
sure and photon flux changes while varying the photon energy.
3. The TOFMS-GSA method

In this paper we present and apply a new method to obtain a
global optimization of an objective function, defined as chi-square
between experimental and theoretical data. This method exploits
an extension of the temperature concept, used to define the width
of the distribution function of each physical variable. In the present
case the temperature is permitted to vary to reach the lowest
value, defining the most probable distribution of the examined var-
iable. When the objective function represents the energy, the tem-
perature concept assumes the thermodynamic meaning, while in
other cases corresponds to a measure of the external noise. There-
fore, the present method contains the Monte Carlo procedure, of-
ten exploited in the analysis of experimental data, as particular
case where the temperature is maintained constant.

The Time-of-Flight Mass Spectrometry Generalized Simulated
Annealing (TOFMS-GSA) methodology, employed to characterize
the metastability of dications by using experimental data obtained
by TOFMS technique, is based on an inverse problem that can be for-
mulated by mapping the model parameters on experimental data,
through physical considerations. In our case the physical model
consists of a set of charged particles moving under the influence
of external electrostatic fields. Inverse problems are often



Fig. 5. Definition of the distances dSi, the applied potentials and the time-of-flight ti

in the sectors i of the TOFMS instrument. The kinematic variables of ions are also
indicated.
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formulated in infinite dimensional spaces. However, limitations
due to a finite number of measurements, and the practical consid-
erations of recovering only a finite number of unknown parame-
ters, may lead to the problems being recast in discrete form. In
this case the inverse problem will typically be conditioned, but
the regularization may be used to introduce mild assumptions
about the solution and prevent overfitting. Many instances of regu-
larized inverse problems can be interpreted as special cases of
Bayesian inference.

In our procedure the inverse problem is formulated through an
objective function f, defined in a multi-dimensional parameter
space as follows:

f ðEKER; s;vo; So; hÞ ¼
X2

i¼1

ðtiexp � titheo
Þ2 þ Dp2

z þ DE2
T � 0; ð1Þ

where EKER, s, vo, So are the kinetic energy released, the dication
time of flight, the initial velocity and position, respectively. h is
the fragmentation angle of the ion momenta with respect to the
detector axis. On the right side of Eq. (1), the first term is the chi-
square deviation between the experimental and theoretical time
of flights for the two ionic fragments obtained by solving, stochas-
tically, the classical motion equation through the GSA procedure.
Dp2

z is the chi-square deviation of the z component of the linear
momentum, that is parallel to the detector axis, while DE2

T is the
total energy chi-square deviation. Dp2

z and DE2
T are constrains to

ensure linear momentum and total energy conservation. The DE2
T

term is taken into account only if the ejected electron energy is
known. The parameters representative of the analyzed systems
are obtained by using classical mechanics to describe trajectories
and energy properties of ionic fragments and comparing predictions
with measured time of flight mass spectrometry data. The TOFMS-
GSA procedure consists in solving, stochastically, the Newton’s
equations in order to map the set of parameters EKER, s, vo, So, h that
minimize the objective function f defined by Eq. (1).

The main purpose of TOFMS is to collect a population of ions
(fragments) moving in the direction of the detector and having a
distribution of masses (Mi), charge (qi), kinetic energy and veloci-
ties, the latter being inversely proportional to

ffiffiffiffiffiffiffiffiffiffiffiffi
Mi=qi

p
. When the

fragment ions, under the influence of an external electric field
and starting from the rest at the same time, are accelerated in
the detector direction, their times of flight, following the usual
TOF model [21], at the detector will be distributed according toffiffiffiffiffiffiffiffiffiffiffiffi

Mi=qi

p
. As shown in Figs. 4 and 5, our TOF mass spectrometer con-

sists (see Fig. 5) of two acceleration regions, 1 and 2, followed by
one field free region, 3, and two small acceleration region, 4 and
5, up to the detector. The values of potentials and the dimensions
of each region, as used in the CO2 experiments, are also given in the
figure.

The detailed analysis of the experimental TOF requires no more
than Newtonian physics, as shown by the equations reported in the
following. The positions S of the ith fragment (di- or mono-cation)
in the sector n of the TOF tube is described by

Sni
¼ Sn�1i

þ vn�1i
Dtni
þ 1

2
ani

Dt2
ni
; ð2Þ

where the time of flight difference is Dtni
¼
�vn�1i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

n�1i
þ2DSni

ani

q
ani

and
the fragment velocity is vni

¼ vn�1 þ vKERi
þ ani

Dtni
. The acceleration

of the ith fragment, in sector n, due the electric field is Vn�Vn�1
dSni

, is
given by

ani
¼ 2� 1:60210�19

Mi � 1:66010�27

Vn � Vn�1

dSni

; ð3Þ

where Vn � Vn�1 and dSni
are respectively the electrical potential

difference and the dimension of the nth sector. The velocity (z com-
ponent) of the fragments, parallel to the detector axis, and due to
the kinetic energy release (EKER), is equal to

vzKERA
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EKER

MA 1þ MA
MB

� �
vuut cosðhÞ; ð4Þ

vzKERB
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EKER

MB 1þ MB
MA

� �
vuut cosðh� pÞ; ð5Þ

h is the fragmentation angle in the TOF equipment diagram as
shown in Fig. 5. The partial time of flight that the ith ion expends
in each region n, is tin and the total time tiesime

will be defined as

tiesime
¼
X5

i¼1

tin: ð6Þ
4. Procedure of global optimization using the generalized
simulated annealing

The global optimization problem is a subject of intense research
and current scientific interest. Finding the optimal solution for a
complex problem is of great importance in a variety of fields, such
as image restoration, microprocessor circuitry design and protein
folding [22] among others. In this context, we present an alterna-
tive methodology, based on the GSA global optimization method
to analyze data from TOF experiments.

The simulated annealing (SA) corresponds to a stochastic meth-
od used in global procedures and it was proposed by Kirkpatrick
and collaborators [23,24]. As stressed above, differently from the
Monte Carlo and Metropolis methods [25], in SA the temperature
Tqv is time dependent and the ‘‘temperature’’ term used does not
refer to the thermodynamic concept and the ‘‘time’’ is the number
of cycle, n, in the GSA procedure. In this technique, the concept of
artificial temperature is introduced and gradually cooled, in com-
plete analogy with the well known annealing technique frequently
used in metallurgy, when a molten metal reaches its crystalline
state (global minimum of thermodynamic energy). In the litera-
ture, the SA algorithm is also referred to as classical simulated
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annealing (CSA) and its visiting distribution, i.e. the procedure to
map the range of variability of the parameter, is a Gaussian func-
tion, gðxÞ / e�x2=T1ðnÞ=T1ðnÞ. Geman and Geman [26] show that the
necessary and sufficient condition for reaching convergence is that
the temperature decreases logarithmically with time, that is
T1(n) = T0/log(1 + n), where T0 is the initial temperature.

Szu and Hartley [27] propose to use a Cauchy–Lorentz visiting
distribution function gðxÞ / T2ðnÞ=ðT2ðnÞ2 þ x2Þ

Dþ1
2 , instead of a

Gaussian one. D is the dimension of parameter space and, in our
case, D = 5. This algorithm is referred to as fast simulated annealing
(FSA) or Cauchy machine. In the reference [27] it is shown that, for
a Cauchy–Lorentz visiting type of distribution function, the conver-
gence procedure will reach a global minimum if temperature T2(n)
decreases inversely with time, that is, T2(n) = T0/(1 + n). On the
other hand, the GSA or Tsallis machine approach [28], which clo-
sely follows the recent statistical mechanics for non-extensive sys-
tems, has been proposed and applied in quantum chemistry
[28,29]; GSA generalizes both the FSA and CSA procedures. So, as
introduced in reference [28], instead of using a Gaussian or Cau-
chy–Lorentz visiting distribution function, the new one is defined
as

gqV
ðxÞ ¼

qV�1
p

� �D=2
C 1

qV�1þ D�1
2

� �
=C 1

qV�1� 1
2

� �h i
p
2 � h
� �

� ½TqV
ðnÞ�

D
3�qV

1þ ðqV�1Þx2

½TqV ðnÞ�
2

3�qV

( ) 1
qV�1þ

D�1
2

ð7Þ

which has the following limits:

lim
qV!1

gqV
ðxÞ ¼ gCSAðxÞ ¼ e

x2
TqT ðtÞ

½pT1ðnÞ�D=2 ;

lim
qV!1

gqV
ðxÞ ¼ gFSAðxÞ ¼

C Dþ1
2

� �
pDþ1

2

� T2ðnÞ
½T2ðnÞ2 þ x2�

Dþ1
2

;

ð8Þ

CSA and the FSA visiting distributions, respectively. The present ap-
proach defines the acceptance probability function as

Aacc ¼ 1þ ðqA � 1Þ f ð
~Pnþ1Þ � f ð~PnÞ

TqT
ðnÞ

" # 1
1�qA

ð9Þ

which has the following limit if qA ? 1

lim
qA!1

Aacc ¼ e
½f ðPn Þ�f ðPn�1 Þ�

TqT ðnÞ : ð10Þ

The latter is the same acceptance probability function intro-
duced in the CSA and FSA [27] procedures. In the usual GSA meth-
odology, the new temperature is defined as

TqV
ðnÞ ¼ T0

2qV�1 � 1

ð1þ nÞqV�1 � 1
: ð11Þ

Taking into account the limits qV ? 1 and qV ? 2 we obtain the tem-
perature functions for the CSA and FSA procedures, respectively, as
follows:

lim
qV!1

TqV
ðnÞ ¼ T1ðnÞ ¼ T0

ln 2
lnð1þ nÞ ;

lim
qV!2

TqV
ðnÞ ¼ T2ðnÞ ¼

T0

n
:

ð12Þ

It has to be stressed again that the GSA approach has been used
with success in predicting new three-dimensional protein struc-
tures and protein folding [22], in fitting the potential energy sur-
face for reaction pathways and chemical reaction dynamics
[30,31], gravimetric problems [32], mechanical properties in alloys
[33,34] and the study of molecular electronic structure properties
[35,36].

It has to be noted that in the previous equations qV, qA, qT are
parameters derived from the generalization of Boltzmann statisti-
cal mechanics. In particular, when qV = qA = qT = 1 and T is constant,
the method reduces to the Monte Carlo procedure.

When using the GSA procedure, proof of convergence to the
absolute minimum can be obtained in the same way as was
established by Szu and Hartley [27]. The TOFMS-GSA procedure,
proposed here, starts with a given solution (combination of vari-
ables), then random changes are made in a typical ‘‘suck-it-and-
see’’ approach. If an improvement is obtained, the old solution is
always abandoned in favor of the new one. But if a worse result
is obtained, the old solution may still be abandoned in the hope
of getting a marked improvement after few steps. This check pre-
vents the algorithm from being stuck in a local minimum, a state
which has a value which larger than the global minimum, but
smaller than any of its neighbors. However, the frequency with
which this is done, decreases as time goes on (this is equivalent
to gradually lowering the temperature), so that we should eventu-
ally end up at the global optimum, i.e. the best possible solution.
While, to reach an acceptable solution could require a large num-
ber of trials, simulated annealing is extremely flexible in that rules
can easily be devised to obtain new solutions of any kind, including
those involving structural changes. More details on the methodol-
ogy and on the presently suggested procedure are given in
Appendix.

Another difference from traditional GSA is that we use a version
exploiting in the algorithm also the qT parameter, introduced in
Ref. [36]. This makes the overall procedure more efficient, allowing
convergence with a smaller number of cycles, when compared to
the usual GSA process. However, when dealing with the traditional
GSA algorithm, the proof of convergence to the absolute minimum,
as established in the references [28,29], only includes the case of
two independent qA and qV parameters. While, in the paper [36],
by using a modified form of the distribution function, gqV ;qT

, a proof
of convergence was introduced for the absolute minimum, which is
based on the alternative GSA [37] and defined with three indepen-
dent parameters qA, qV and qT.
5. Results and discussion

As a check of the procedure proposed in this paper, we have
analyzed the CO2 coincidence plot that has been already investi-
gated with different methods [13]. In order to minimize the simu-
lation computational time, we excluded the fragment time of
flights or events, t1 � t2, that are not first order correlated, which
are usually contained in the experimental data. In the case of the
CO2 system, after the simulation, we have imposed that the
chi-square deviation between experimental and theoretical
ion time of flights and the linear momentum conservation,
v2 ¼

P2
i¼1ðtiexp � titheo

Þ2 þ ðpAz
� pBz

Þ2, must be v2 < 10�4 for each
event. After the simulation and using the Newton’s equation we
have evaluated some physical features of the dissociation dynam-
ics, like the kinetic energy release (KER), the fragmentation time,
the position in the spectrometer or sector where the fragmentation
occurs, the velocity of the dication and that of fragments and their
angular orientation.

In Fig. 6 the experimental data (open circles) of the coincidence
plot for the double photoionization of CO2 at 44 eV, are reported
and compared with the simulation results (black points). It is prac-
tically impossible to distinguish the two kinds of results, because
the convergence of the simulation has been stopped when the
chi-square deviation is really very small. As stressed above, from



Fig. 6. Coincidence plot shown in Fig. 2, cleaned up of false coincidences and used
for analysis. In the plot, the points produced by the simulation procedure are also
reported (black points), but are overlapping the experimental dots (open circles)
and therefore almost indistinguishable.

Fig. 7. Dynamical features extracted by the simulation trajectories on the CO2þ
2

dication. Number of events observed in the simulation as a function of the variables
Panel (a): initial velocity. Panel (b): start point. Panel (c): position where
dissociation occurs, along the drift tube. Panel (d): kinetic energy release (KER) o
the two fragments. Panel (e): angular distribution of the fragment ions. Panel (f)
number of dications along the ion flight path.
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the analysis of the trajectories produced in the simulation, it is now
possible to extract important dynamical features of the dissocia-
tion reaction under investigation. In Fig. 7 some of these features
are plotted. In particular, the (a) panel reports the initial transver-
sal velocity of the dication, at the beginning of the flight, while pa-
nel (b) gives the position where ions are produced by the VUV
light; dications then fly up to the location, along the path, where
dissociation occurs and panel (c) provides the distribution of such
positions. In the panel (d) the KER in the dissociation, exhibiting a
distribution around the most probable value, is reported, while in
the (e) panel the angular distribution of the direction of the two
ion products is displayed. The (f) panel shows the number of dica-
tions as a function of the flight time along the path in the drift tube.
It is evident their decrease with time, caused by the dissociation
reaction. This last distribution contains the average lifetime of
the metastable dication and this information can be easily ex-
tracted by using a simple first order kinetic law. However, in this
analysis is important to separate the portions of the plot referring
to different sectors of the TOFMS: a simple e�t/s function applies
only in the free field region of the drift tube, as discussed and indi-
cated in Section 3. In the present case a result of lifetime s of the
order of magnitude of the ls is obtained. Following the discussion
by Field and Eland [18], one has to consider that CO2 is a particular
case, because when the CO2þ

2 dication is formed in a metastable
state, the spread of lifetimes is large due to a manifold of vibro-
electronic states, formed in the photoionization and leading to
the opening of several different dissociation channels. Therefore,
the measurements evidently yield average values of s which de-
pend on the time window over which the observations have been
made [13,18] and also on the method used for the analysis of data.
Actually, these different methods can attribute different weights to
the several possible channels and to the regions of the ion path
where dissociation can occur.

One has to emphasize that the distributions in Fig. 7, panels
from (a) to (e), must not be confused with the experimental ones,
because they are the distributions generated by the procedure, in
order to minimize the chi-square of the coincidence plot data in
the simulation. The KER distribution, that has been measured sep-
arately in the experiment [13,14], although larger, exhibits very
similar most probable value. Also the lifetime extracted here is of
the same order of magnitude of the one obtained [13] exploiting
different methodologies of analysis.
.

f
:
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We expect that the methodology presented here can be used,
with further improvements, for the analysis of many other systems,
like the double photoionization of N2O [11,12], and of benzene mol-
ecules [38] that we have recently investigated. Moreover the same
methodology, appropriately extended and modified, could be used
also for the analysis of angular distribution of products [12].
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Appendix Main. steps of the TOFMS-GSA algorithm

The whole TOFMS-GSA algorithm for mapping and searching
the global minimum of the objective function f follows the steps:

1. Fix the qA, qV, and qT parameters relative to the acceptance and
visitation probability-distributions and to the temperature
function, respectively.

2. Start, at first, the iterative process with an arbitrary initial guess
vector of parameters ~P ¼ ðEKER; s;vo; So; hÞ and an high enough
value for the ‘‘temperature’’ TqT

ðnÞ at the GSA loop n.
3. Calculate the objective initial function f ð~PnÞ using Eq. (1).
4. Calculate a new ‘‘temperature’’ in the GSA loop n + 1 as
TqTnþ1
¼ T0

2qT�1 � 1

ð1þ ðnþ 1ÞÞqT�1 � 1
where T0 is the initial temperature.
5. Next, using the visiting probability distribution gqV

ðTqTnþ1
; xÞ as

defined in Eq. (7) we calculate the new set of parameters
~Pnþ1 ¼ ðEKERnþ1 ; tonþ1 ; vonþ1 ; Sonþ1 ; hnþ1Þ
¼ ðEKERn ; tn; von ; Son ; hnÞ þ DðEKERn ; tn;von ; Son ; hnÞ
where DðEKERn ; tn;von ; Son ; hnÞ ¼ ðgðxKÞ; gðxtÞ; gðxvÞ; gðxSÞ; gðxhÞÞ and
xi e [0, 1] is a random number.

6. At the GSA step n + 1 and using these new set of parameters
over the Newton’s equations, we calculate, in sector k, the fol-
lowing physical properties:
(a) for the dication with charge qD
dðk¼1Þnþ1
¼ Sonþ1
 initial position in

sector k = 1, generated
by GSA
dðk>1Þnþ1
¼ constant
 dication traveled

distance or dimension
of sector k
aDknþ1
¼ qD

MD

Vk�Vk�1
dknþ1
acceleration on the
GSA step n + 1
tDknþ1
¼ tonþ1
 initial time of flight in

sector k = 1, generated
by GSA
tDknþ1
¼
�vDðk�1Þnþ1

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

Dðk�1Þnþ1
þ2dknþ1

aDknþ1

q
aDknþ1
Time of flight in the
sector k
tTk
¼
Pk

i¼1tDi

dication total time of
flight until the
fragmentation
vDk¼1
¼ vonþ1
 initial velocity in

sector k = 1, generated
in the n + 1 GSA step
vDknþ1
¼ vDðk�1Þnþ1

þ aDðkþ1Þnþ1
tDðkþ1Þnþ1
dication velocity at the
final of sector k
SDk
¼ Sonþ1 þ

Pk
i>1di
dication total distance
traveled until the
fragmentation in
sector k
(b) for the ion or fragment i = A, B we used the following mo-

tions equations
s
 fragmentation time,
generated by GSA
DSknþ1
¼ dknþ1

� vDknþ1
ðs� tTk�1

Þ

� 1
2 aDknþ1

ðs� tTk�1
Þ2
dication total distance
traveled in sector k
aiknþ1
¼ qi

Mi

Vk�Vk�1
Ddknþ1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiq
 fragment acceleration
tiknþ1
¼
�v iðk�1Þnþ1

þ v2
iðk�1Þnþ1

þ2DSknþ1
aiknþ1

aiknþ1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffis

time of flight of ion i in
the sector k
vzA ¼
EKER

MA 1þMA
MB

� � cosðhÞ
 z component of the
velocity of the fragment
A

vzB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EKER

MB 1þMB
MA

� �s
cosðh� pÞ
 z component of the

velocity of the fragment
B

v iknþ1
¼ vDknþ1

þ v iðk�1Þnþ1
þ aiknþ1

tiknþ1

velocity of ion i in the
sector k
It is important to take into account that, in the sector 3, the electri-
cal field and the ions acceleration are zero.

1. Calculate, at the time n + 1, the new objective function

f ð~Pnþ1Þ ¼ f ðEKERnþ1 ; tonþ1 ;vonþ1 ; Sonþ1 ; hnþ1Þ using Eq. (1). The new
function value will be accepted or not according to the rule: if
f ð~Pnþ1Þ 6 f ð~PnÞ replace Pn by Pn+1, if f ð~Pnþ1Þ > f ð~PnÞ run a random
number r e [0, 1], if r > Aacc, the acceptance probability defined in
Eq. (9), retain ~Pnþ1, otherwise, replace ~Pn by ~Pnþ1.

1. Take n ? n + 1 and return to step (3) until the convergence of
f ð~PnÞ is reached within the desired convergence criterion.

The steps can be described by the following flowchart:
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In its original form [28], GSA was defined with two independent
parameters qA and qV, used in the definition of the following func-
tions: acceptance probability Aacc(qA), visiting distribution gqV

and
temperature TqV

. In our case the objective function is defined in
terms of time of flight of ionic fragments.
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