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This work presents a method for the selection, typification and clustering of load curves (STCL) capable of
recognizing consumption patterns in the electricity sector. The algorithm comprises four steps that
extract essential features from the load curve of residential users with an emphasis on their seasonal
and temporal profile, among others. The method was successfully implemented and tested in the context
of an energy efficiency program carried out by the Energy Company of Maranhão (Brazil). This program
involved the replacement of refrigerators in low-income consumers’ homes in several towns located
within the state of Maranhão (Brazil). The results were compared with a well known time series cluster-
ing method already established in the literature, Fuzzy CMeans (FCM). The results reveal the viability of
the STCL method in recognizing patterns and in generating conclusions coherent with the reality of the
electricity sector. The proposed method is also useful to support decision-making at management level.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Multivariate analysis is a powerful tool for knowledge extrac-
tion especially when applying pattern recognition techniques
based on data. In this context, the analysis of energy consumption
data measured in homes can identify opportunities for improve-
ment in the load factor [1] and energy efficiency of the distribution
system through specific actions by the customer [2]. Methods of
Data Mining (DM) that can extract useful information from data
can be used to develop decision-making tools so as to improve pro-
duction systems and management technology [3–6].

Some works present the use of clustering and load curve typifi-
cation (pattern recognition) methods in the electric power sector.
Gerbec et al. [7] performed a load curve typification using a hierar-
chical clustering method highlighting the advantage of this meth-
od in choosing the appropriate number of groups. The non-
hierarchical method [8] emphasizes the minimization of internal
variance within a cluster and also the reduction of similarity be-
tween different groups. Geminagnani et al. [9] combined the hier-
archical and non-hierarchical clustering methods to improve
clustering efficiency in the recognition of different consumption
patterns at the same level of tension. Zalewski [10] used fuzzy logic
for clustering and load curve typification. The author performed
the clustering of load profiles in order to classify substations into
homogeneous groups according to consumption peak. Nizar et al.
[11] combined two methods, namely, Feature Selection and Knowl-
edge Discovery in Databases (KDD) [12,13], to obtain better pat-
terns of load demand in a distribution system. A recent study
about knowledge extraction from electric power consumer data
[10] presents an overall analysis and prediction of energy con-
sumption trends (Incremental Summarization and Pattern Charac-
terization – ISPC).

Some studies compare the performance of various methods of
typification and conclude that the fuzzy C-Means (FCM) provides
the best level of cohesion and discrimination of the problems asso-
ciated with clustering in load curves. From this very point of view
some authors have recently highlighted the FCM method in appli-
cations involving pattern recognition (typification) in load curves
[14–16].

This study proposes a new method of selection, typification, and
load curve clustering (STCL) based on a systematic extraction of
features. This method is capable of identifying a greater diversity
in demand patterns and also represents a potential tool for the
improvement of the decision-making process through better clas-
sification of heterogeneous consumer profiles in the electric power
sector. The case study analyzed is an energy efficiency program
[17] carried out by the Electric Company of Maranhão (Brazil), that
considers, among others, the analysis of the impact of replacing
refrigerators in low-income consumers’ homes distributed in
several towns located within the state of Maranhão (Brazil). The
proposed method incorporates multiple criteria in the clustering
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Fig. 1. The STCL method.
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and typification of load curves unlike traditional approaches that
essentially use the criterion of distance between load curves for
cluster recognition. Section 2 presents the STCL method and the
evaluation metrics adopted. Section 3 presents the case study
and results obtained from the application of FCM and STCL meth-
ods demonstrating the ability and superiority of the latter in
describing the problem.
Table 1
Statistical tests used in sequence in the process of typing.

Clustering criterion Statistical test

Distribution of probability
of hourly demand

Chi-square for goodness of fit [16]

Selection by correlation
level between load curve

Independent two-sample t-test significance for
Pearson correlation coefficients [17]

Selection by mean
consumption or load
factor

Independent two-sample t-test for significance
difference in mean [17]
2. The STCL method

The STCL method (Fig. 1) comprises two phases. The first carries
out pattern recognition through successive iterations. The first iter-
ation performs the clustering of the whole sample (load curves
from the database) based on specific features associated with the
consumption profile, and some clusters of load curves are obtained.
The subsequent iterations consider only the medians (patterns) of
each group generated and verify the similarity between these
medians based on the same statistical tests considered in the first
iteration such that some patterns may be collapsed. Thus, at the
end of the first phase (after convergence), patterns or types associ-
ated with load curves are recognized. The second phase defines the
final groups associating each load curve (database) to one of the
patterns recognized in the first phase.

Initially, each curve is normalized within the interval [0;1]
dividing the hourly measurements by the peak demand of each.
The dimensionless consumption quantified in this way is called
power per unit (pu) [16].
Table 1 presents the criteria considered in the similarity analy-
sis performed in each step of the first phase together with the sta-
tistical test applied. These criteria were established according to
the requirements and indicators practiced in the electric energy
distribution sector [10,18–21].

The three features (three stages) presented in Table 1 are ap-
plied successively. In the first iteration, the clusters are formed
based on similarity between the load curves and the curve with
the highest average power consumption (reference curve). After
the first iteration, the method assumes that the median of each
group keeps its own features and the same tests are successively
applied considering the medians (patterns). The existence of a sim-
ilarity between medians according to the statistical tests implies
the union of groups and new medians are obtained.

The LF presented in Table 1 is the ratio between the average and
maximum demands of a load curve. The LF is an evaluation index
for the rational use of electric power by the consumer [20]. From
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Fig. 2. Distribution of values in each factor (case I).
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Fig. 3. Distribution of values in each factor (case II).
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the viewpoint of the energy distribution system, considering the
consumption expectation, the lower the LF, the more rational and
economical the energy use will be. From the viewpoint of the
equipment, the lower the LF, the more efficient its operation will
be.

In the first three stages, the testing of biserial statistical hypoth-
eses between load curves is carried out according to Table 1. There
is a fourth stage that comprises a multivariate quantification of dis-
similarity between load curves in relation to their dynamic behav-
ior throughout the day. The load curves of each set generated in the
third stage are submitted to an additional clustering according to
seasonality. This clustering is carried out in two sub stages. In
the first, the existence of seasonality is detected through the appli-
cation of factorial analysis combined with Principal Component
Analysis (PCA) of the load curves of each cluster recognized [22].
The analysis of seasonality is performed through the relationship
between the hourly consumption of all the curves during the per-
iod of 24 h. The data is represented by a nc � 24 matrix where nc is
the number of curves presented in each cluster recognized at the
end of stage 3. The factorial analysis method applied to this matrix
provides the identification of a reduced number (less than 24 and
suggested by PCA) of factors that characterize the seasonality of
each curve [23]. The second sub-stage comprises the application
of a clustering method (subtractive data algorithm [24]) on these
factors.

The first phase is repeated successively in order to verify any
possible similarity between some of the patterns (median of each
group), indicating the need for re-clustering. This first phase is con-
cluded when there is a convergence in the number of patterns.
Thus, the number of patterns is a result of the method itself avoid-
ing the need for an initial estimation.

In the second phase of the STCL method (Fig. 1) each load curve
of the whole sample is associated to one of the typical curves rec-
ognized in the first phase according to the shortest Euclidian dis-
tance. The final clusters obtained undergo evaluation. One of the
metrics adopted to measure the clustering quality is the Silhouette
Index [25]. This index measures the cohesion within and differ-
ences between the clusters regardless of the clustering method
applied.

Considering NK load curves (objects) belonging to the K cluster
and a total of G clusters (G P 2), the Silhouette Index for each load
curve is
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Fig. 4. Silhouette Indices and patterns recognized via the STCL and FCM methods without outlier curves in the sample (case I).
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Fig. 5. Patterns recognized via the STCL and FCM methods (case II).
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Fig. 6. Autocorrelation values of the first order difference (modal cluster – case I).
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Fig. 7. Autocorrelation values of the first order difference (case II).

828 A.M.S. Ferreira et al. / Electrical Power and Energy Systems 53 (2013) 824–831
dL;K
ij is the Euclidian distance between the i curve, belonging to the L

cluster, and the j curve belonging to the K cluster.
A Silhouette Index close to unity and positive is desired. Nega-

tive values imply that there is more homogeneity between the
clusters and less internal cohesion. In this work, the mean between
the Silhouette Indices [25] obtained for all curves (General Silhou-
ette Index – GSI) was adopted to evaluate the clustering quality.

3. Case study & results

The SCTL method was applied in order to analyze possible
changes in the consumption profiles of an energy efficiency pro-
gram carried out by the Energy Company of Maranhão (CEMAR-
Brazil) during the period of November 2008 to July 2009. This pro-
gram essentially involved the replacement of 5250 old refrigera-
tors for new ones in low-income communities. The sampling
process comprised two steps, namely, sampling by clustering and
systematic sampling. In the former, the municipalities belonging
to the State of Maranhão were classified in clusters according to
the similarity between the consumption profiles (load curves).
One municipality (center or prototype) was selected to represent
each cluster. In the systematic sampling, sampling units (refriger-
ators) were selected based on the average monthly consumption
available in the CEMAR’S records. A sample of eighty load curves
(old refrigerators), presenting a high consumption of electric en-
ergy (case I, average consumption of 82 kW h) and another sample
of 80 load curves after the replacement of the refrigerators (case II,
average consumption of 52 kW h) were obtained. In order to re-
duce the effects of seasonality, all the data are related to working
days and the period considered comprises almost the entire sum-
mer (the season with the highest energy consumption). The sample
size represents an error level of 10% variation in sample means and
a confidence level of 95% in the prediction of the population
parameter. The International Performance Measurement & Verifi-
cation Protocol (IPMV) recommends a sampling error of up to
±10% [26].
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Initially the data was analyzed to identify and exclude outlier
curves. This analysis comprised the application of factorial analysis
together with PCA [22,27] (also used in the first phase of STCL
method). PCA was used initially to suggest the number of factors
that explain 80% of the total variance of the sample (above this le-
vel the addition of more factors represented little contribution to
explaining the total variance). The PCA provides a reduction in
the dimensionality of each load curve (24 points) enabling the
selection of factors (less than 24) that can represent the dynamic
behavior of each curve. The factorial analysis was then applied to
obtain the factorial scores (80 Scores for each factor). Figs. 2 and
3 show the distribution value of factorial scores of the factor for
the cases I and II. According to the box-plots, the points identified
by the sign ‘‘+’’ indicate outlier curves. Each point may occur on
more than one factor (more than one box-plot) associated to the
same curve. This analysis enabled the identification of 13 outlier
curves in case I and 23 outlier curves in case II. The increase in
the number of factors (number of box-plots) in case II is associated
to the greater seasonal variation caused by the lower energy de-
mand of the motors of the new refrigerators. This behavior is fur-
ther corroborated below.

The results obtained using the STCL method were compared
with the Fuzzy C-Means (FCM), a well-known method belonging
to the C-Means families of batch clustering models [28,29], suit-
able for clustering objects represented by time series [30]. The
FCM method requires an initial guess for the number of clusters
and, in this case, the same number of clusters provided by the STCL
method was considered. The confidence level adopted in the first
three stages of the first phase of STCL was 99% in cases I and II.

The application of the STCL method in case I was capable of rec-
ognizing the existence of three patterns or demand profiles. On the
other hand, two of the three patterns recognized by the FCM were
similar attesting the recognition of only two patterns (Fig. 4). The
STCL method was capable of recognizing a third pattern of con-
sumption related to 13 curves. This result suggests the ability of
STCL to handle a sample of objects with a higher level of heteroge-
neity (before the replacement of refrigerators). Furthermore, the
third pattern represents a profile with lower energy consumption
even considering the use of old refrigerators. The quality of
clustering obtained with the FCM method was slightly lower
according to the Silhouette Index (GSI equal to 0.25 and 0.28 for
FCM and STCL methods respectively).

For the sample of load curves after refrigerator replacement
(case II), both STCL and FCM recognized the existence of only one
cluster and similar patterns (Fig. 5). This shows that the electric en-
ergy demand profiles became more similar after the refrigerator
replacement, indicating an increase in uniformity among
consumers.

Each cluster recognized may be regarded as a sample of possible
trajectories that can also be considered as a stochastic process
(sample space of possible trajectories [30–32]). From this perspec-
tive, the ensemble of load curves of each cluster is a known sample
of the underlying stochastic process. In this case, one can check the
seasonal variations in each cluster through autocorrelation analy-
sis [31–33]. The existence of two levels of trend in the patterns rec-
ognized (specially in relation to case II) suggests, in this case, the
application of autocorrelation analysis on the first order differ-
ences of the original series in order to mitigate non-stationary ef-
fects [31–33]. Fig. 6 presents the correlogram associated to the
modal cluster (highest number of load curves) of case I. Only the
first value of the autocorrelation (at lag 1) is significant indicating
that seasonal variations are due to random factors. In case II (Fig. 7)
some autocorrelation values at lags higher than 2 are close to zero
and, at the same time, some non-successive autocorrelations are
significant, confirming the existence of two more pronounced lev-
els of consumption and the increase in seasonal variations, also
confirmed in the preliminary analysis of the curves (factorial anal-
ysis). In this case, the increase in the seasonal variations is predict-
able and consistent because the new refrigerator has better
thermal insulation meaning that the motor consumes less power.

An additional analysis comprised the distribution of load factor
in the clusters recognized. In case I before optimization (Fig. 8), the
STCL method provided clusters whose median load factors is close
to the load factor of the respective pattern recognized (0.65, 0.75
and 0.95 pu for the clusters 3, 2, and 1, respectively – Fig. 4). This
does not occur with FCM method revealing an inconsistency in the
recognition of the patterns (typical curves) in this case. According
to STCL method (and also FCM), the distribution of load factors in
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case II shows lower values (Fig. 9). The reasons are related to the
same factors that increase seasonality, i.e. new refrigerators make
use of more advanced technology such as better insulation and a
motor with a lower energy demand.
4. Conclusion

This study presented a new method of selection, typification,
and clustering of load curves (STCL) in which the extraction of fea-
tures is based on indicators and parameters intrinsic to the elec-
tricity sector. The STCL method is suitable for unlabeled data and
its adherence to the electric sector makes this a potential tool for
applications in this area. The results demonstrate its good perfor-
mance in recognizing patterns in samples with heterogeneous data
(common situation in the electric sector). Unlike C-means models
of clustering, the number of clusters is also a result obtained by
STCL method.

The case studied looked at an energy efficiency program carried
out by the Energy Company of Maranhão (CEMAR-Brazil) which
analyzed the impact of replacing 5250 old refrigerators with new
ones for low-income consumers. The results obtained by STCL,
compared to a well-known method of clustering (Fuzzy C-Means,
FCM), reveal the viability and potential of the former in recognizing
patterns and in generating conclusions coherent with the reality of
the electric power sector. This supports the implementation of effi-
ciency actions based on real features within the consumer market
and can also support decision-making at management level.
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