The fitting of potential energy and transition moment functions using neural networks: transition probabilities in OH ($A^2\Sigma^+ \rightarrow X^2\Pi$)
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Abstract

We have studied the performance of the back-propagation neural network with different architectures and activation functions to fit potential energy curves and dipolar transition moment functions of the OH molecule from the ab initio data points of Bauschlicher and Langhoff [J. Chem. Phys. 87 (1987) 4665]. The neural network fittings are tested in different moments of the training process by computing the vibrational levels, the transition probabilities between $A^2\Sigma^+$ and $X^2\Pi$ electronic states, and the radiative lifetimes. The results from the neural network fittings are then compared with experimental values, previous results calculated by Bauschlicher and Langhoff and the ones obtained by using of extended Rydberg function fitting.
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1. Introduction

The study of nuclear motions in molecules is relevant in such problems as the determination of rovibrational states, photodissociation process and molecular reactive scattering, where the Born–Oppenheimer approximation is usually considered. This approximation implies that the molecular dynamics is governed by a potential energy surface (PES) obtained from the electronic energy and the nuclear repulsion term. There are two important steps to obtain the PES: (i) the calculation of the electronic energy for a set of nuclear configuration using ab initio and/or semiempirical methods and (ii) the fitting of the potential energy surface from these points. The fitting process is usually done by power series in an appropriate coordinate system [1–3], using local functions such as the cubic spline [4–6], or semiempirical potentials with adjustable parameters to reproduce experimental and theoretical results [7,8]. However, alternative procedures to those methods have always been sought [9–15]. One of them is the multilayer neural network (NN) method to fit the PES [16–22].

Artificial neural network is a highly nonlinear computational device based on the organizational structure of the brain and in its learning process [23,24]. It consists in an interconnected processing units called “neurons” typically arranged in layers. Each neuron receives a set of input signals and transforms them, emitting a output signal, as a synapse, by using a function (activation or transfer function). The output signal is directed to other neurons through links affected by a connection weights. These weights are determined by an adaptive method known as learning or training process, where the neural network self-organizes to reproduce some desired behaviour. The learning process is, to modelling problems, fulfilled by control of the error performed by NN in the reproduction of known examples. The most simple and widely used algorithm to train the multilayer neural network is the back-propagation (BP) procedure [24,25]. The BP algorithm is an interactive gradient technique that minimizes the global error between the exact and the neural network output. However, there are many
other more sophisticated minimization algorithms such as second order optimization methods [25–29]. Because its versatility, NNs have been used in a variety of applications in chemistry and physics [24,30–32]. Particularly in both theoretical chemistry and atomic and molecular physics NNs have been recently applied with great success in many subject areas [33–41].

In present work, the central aspect is the fitting of the fundamental (X^2Π) and excited (A^2Σ^+) electronic potential energy curves (PECs) and the corresponding dipolar transition moment function (DTMF) to the OH molecule from ab initio points by using multilayer neural networks. The choice of the OH system is motivated by the existence of several theoretical studies based on ab initio [42–46] and semiempirical calculations [47–49]. Our major goal is to discuss the implications of using different NN architectures (types of activation functions, number of neurons and number of layers) in the quality and accuracy of the fitted PEC and DTMF. For this, we employ them to determine vibrational frequencies, probabilities in the A^2Σ^+ → X^2Π transitions and the radiative lifetime of the A^2Σ^+ state of the title system. Note that the transition probabilities are very sensitive to the PECs and DTMF involved in the process. The study of an one-dimensional system enables us to realize an exhaustive and comparative analysis between different possible choices for NN architectures concerning the quality of the PEC and DTMF; this because it is easier to compute such properties as vibrational levels and transition probabilities. Similar studies for multidimensional problems should be prohibitive because the computational cost to calculate, for example, the vibrational energy levels should be very high. Such an analysis is useful in the attempt to establish the NNs as a technique to fit molecular potential energy surfaces.

In particular, we employ the BP procedure to train neural networks with different types of activation functions (sigmoidal, hyperbolic tangent and linear functions), number of neurons (3, 4, and 6), and number of layers (one or two hidden layers). For these learning processes, we consider the ab initio data points of X^2Π and A^2Σ^+ electronic states and the corresponding dipolar transition moment function obtained by Bauschlicher and Langhoff [45]. It is interesting to point out that the stop condition for training process of the neural network is not based solely on the error function but also on the accuracy of the calculated vibrational levels obtained from the fitted NN potential energy curves. The vibrational levels are calculated using the discrete variable representation (DVR) method (see [50–52] and references therein). Transition probabilities in A^2Σ^+ → X^2Π and the radiative lifetimes are then obtained for the best neural network fittings. In order to test the accuracy of our results, we compare them with the experimental values [53–55], with the results calculated by Bauschlicher and Langhoff in [45], and with the values obtained using the extended Rydberg function [3] fitting applied to the same ab initio data.

The structure of the paper is the following. Section 2 presents the basic theory of neural network, while the theoretical framework and the main aspects of the DVR method are shown in Section 3. Section 4 presents the different neural networks fittings of the potential energy curves and dipolar transition moment function, and the results to vibrational levels, transition probabilities and lifetimes calculations. The paper is closed with some concluding remarks in Section 5.

2. Neural network

A neural network performs an input–output mapping based on the associations of basic units called neurons. A single neuron receives an input, a vector of elements \( \{x_i\} \), and the output \( y_j \) is computed by

\[
y_j = f \left( \sum_{i=1}^{n} w_{ji} x_i + w_{j0} \right),
\]

where \( f \) is the activation function and \( w_{ji} \) are the synaptic weights associated to the synaptic connections (\( w_{j0} \) is a bias). The activation function is responsible for the non-linear behavior of the neural networks [56]. There are many types of them. But, as we already said in Section 1, here the following ones are considered:

\[
f(z) = \frac{1}{1 + \exp(-z)},
\]

\[
f(z) = \tanh(z),
\]

\[
f(z) = z,
\]

that are named as sigmoidal (s), hyperbolic-tangent (t) and linear (l) activation functions, respectively.

A neural network structured as a set of layers of neurons, where the response signal of each neuron in a layer is an input signal for the neurons in the next layer, is known as multi-layer perception. The multi-layer perception has a simple form and is widely used to treat interpolation problems [57]. In that case, the output of the \( i \)th neuron on the \( k \)th layer is

\[
y_{j}^{(k)} = f^{(k)}(z_{j}^{(k)}),
\]

with \( z_{j}^{(k)} \) given by

\[
z_{j}^{(k)} = \sum_{j=1}^{n_{y}} w_{j}^{(k)} y_{j}^{(k-1)} + w_{j0}^{(k)},
\]

where \( w_{j}^{(k)} \) is the synaptic weight of the connection from the \( j \)th neuron of the \( (k-1) \)th layer to the \( i \)th neuron of the \( k \)th layer, \( w_{j0}^{(k)} \) is the bias, and \( y_{j}^{(k-1)} \) is the output of the \( j \)th neuron of the \( (k-1) \)th layer. An appropriated architecture for the present applications is a fully con-
nnected NN with one input neuron without activation function (the nuclei distance \( R \)), some hidden layers, and an output layer with one neuron (the potential energy \([V(R)]\) or the dipolar transition moment function \([D(R)]\) values for the particular geometry). Usually, such an architecture is described by listing the number of neurons in each layer, followed by letters denoting the activation function used in the layer. For instance, Fig. 1 displays a 1-3-1 structure which represents an NN with three layers, where the hidden layer has three neurons with the sigmoidal activation function and in the output layer is used the linear one. This NN corresponds to the following functional form:

\[
y^{(2)}_l = f^{(2)}\left( \sum_{j=1}^{3} w^{(2)}_{lj} f^{(1)}(w^{(1)}_{lj} x_1 + w^{(1)}_{0j}) + w^{(2)}_{10} \right)
\]

with \( x_1 = R \) and \( y_1 = V(R) \) or \( D(R) \).

The next step is to obtain the best set of synaptic weights that fits a known set of input–output values \( \{x_i, E_i\} \), \( i = 1, \ldots, m \); in the present case we have, respectively, the nuclear configurations and the ab initio results of potential energy or the dipolar transition moment. By the training process of our NN we minimize the following error function:

\[
\varepsilon^2 = \frac{1}{2} \sum_{i=1}^{m} (E_i - y^{(N)}_i)^2,
\]

where \( y^{(N)}_i \) is the output of the NN for the \( i \)th input \( x_i \). The BP algorithm that we have utilized here is composed by following steps: (i) the initial weights are obtained randomly and (ii) the weights are corrected according to

\[
\Delta w^{(l)}_{ji} = w^{(l)new}_{ji} - w^{(l)old}_{ji} = -\eta \frac{\partial \varepsilon}{\partial w^{(l)}_{ji}},
\]

where \( \Delta w^{(l)}_{ji} \) is the correction for the weight \( w^{(l)}_{ji} \) and \( \eta \) is a positive scale factor. Using the chain rule, we obtain

\[
\Delta w^{(l)}_{ji} = \eta \delta^{(l)}_j y^{(l-1)}_i,
\]

where \( y^{(l-1)}_i \) is the output of the \( i \)th neuron of the \((l-1)\)th layer and the generalized delta function \( \delta^{(l)}_j \) has the following definition:

\[
\delta^{(l)}_j = \left( \sum_{k=1}^{r} \delta^{(l+1)}_{kj} w^{(l+1)}_{kj} \right) \frac{\partial f^{(l)}(z)}{\partial z}
\]

for \( l \neq N \), and

\[
\delta^{(N)}_i = (E_i - y_i) \frac{\partial f^{(N)}(z)}{\partial z}
\]

for the output layer. In order to avoid that the numerical process is stopped at local minima during the minimization progress, we use the following generalization of Eq. (10):

\[
\Delta w^{(l)}_{ji} = \eta \delta^{(l)}_j y^{(l-1)}_i + \mu \Delta w^{(l)\text{previous}}_{ji},
\]

where \( \mu \) is the momentum constant. Both \( \eta \) and \( \mu \) are taken between zero and one. The weights are corrected using Eq. (13) until the fitting (or the root-mean-square error) attains the desired accuracy. The term “desired accuracy” is defined in each context of use.

3. Transition probabilities

The rovibrational energy levels associated with a particular electronic state of OH system are characterized by the potential energy curve that describes such an electronic state. These rovibrational levels are then obtained by solving the radial equation for the nuclear motion [43]

\[
-\frac{h^2}{2\mu} \frac{d^2}{dR^2}X_{l,v}(R) + \left[ V(R) + \frac{l(l+1)}{2\mu R^2} - E_{l,v} \right] X_{l,v}(R) = 0,
\]

where \( V(R) \) is the PEC, \( \mu \) is the reduced mass, \( l \) and \( v \) are the rotational and the vibrational quantum numbers, and \( X_{l,v}(R) \) is the rovibrational wave function with eigenenergy \( E_{l,v} \). We point out that we have considered in present work the case \( l = 0 \) only, and we do not maintain this index in the notation. We emphasize that to solve Eq. (14) it is generally necessary to have an analytical function for the PEC and that the accuracy of the vibrational eigenfunctions and eigenvalues depends directly of the PEC quality.

Moreover, the knowledge of the DTMF, associated with accurate vibrational wave functions, allows the evaluation of the radiative transition probabilities \( (A_{\phi^{(2)}}) \) for arbitrary transition between the vibrational levels of two electronic states and the respective lifetime of the excited level \( (\tau_{\phi^{(2)}}) \). The transition dipole matrix elements and the Franck–Condon factor are obtained from

\[
D_{\phi^{(2)}} = \langle X_{\phi^{(2)}}(R)|D(R)|X_{\phi^{(2)}}(R) \rangle,
\]

\[
g_{\phi^{(2)}} = \langle X_{\phi^{(2)}}(R)|X_{\phi^{(2)}}(R) \rangle,
\]
where $D(R)$ is the electronic DTMF; $X_{v'}(R)$ and $X_v(R)$ are the vibrational wave functions of the upper and lower states. In terms of $D_{v'v}$, the spontaneous transition probability (or Einstein $A$-coefficient) from a bound vibrational level $v'$ of an upper electronic state into a vibrational level $v$ of a lower electronic state is given by

$$A_{v'v} = 2.03 \times 10^{-6} g v_{v'v}^3 |D_{v'v}|^2 \text{s}^{-1},$$

(17)

where $g$ is a statistical weighting factor equal to 2 for $\Sigma \rightarrow \Pi$ transitions; $D_{v'v}$ is given in atomic unit and $v_{v'v}$ is the transition frequency measured in cm$^{-1}$. The radiative lifetime of a vibrational energy level of the excited electronic state is the reciprocal of the sum of all Einstein coefficients for that level

$$\tau_{v'} = (\sum_v A_{v'v})^{-1}.$$  

(18)

In this work we use the discrete variable representation method [58–61] to calculate the vibrational eigenenergies and eigenfunctions. The DVR method is described with enough detail in many other papers (e.g., see [50–52] and references therein), but here we give a brief introduction.

The DVR procedure consists: (i) to build a set of basis functions $\Phi_x(R)$ with the following property:

$$\Phi_x(R) = \frac{\delta_{x\beta}}{\sqrt{\omega_x}}, \quad x, \beta = 1, \ldots, k,$$

(19)

where $\{R_x\}$ and $\{\omega_x\}$, $x = 1, \ldots, k$ are the pivots and weights of a Gaussian quadrature; (ii) to expand the trial wave function with the basis (19); and (iii) to solve the associated eigenvalue–eigenvector problem. In this method the matrix elements of the potential energy using the basis (19) are given by

$$V_{ab} \simeq V(R_a)\delta_{ab},$$

(20)

while the kinetic energy matrix elements can be calculated analytically. A characteristic of the DVR method is that the value of an eigenfunction in a quadrature point is simply the coefficient of the DVR function associated with this point divided by the root of the related weight ($X_x(R_a) = c_x^a/\sqrt{\omega_x}$). Thus, integrals (15) and (16) are calculated by

$$D_{v'v} \simeq \sum_x \omega_x X_{v'}(R_x) D(R_x) X_v(R_x)$$

$$= \sum_x c_x^{v'} D(R_x) c_x^v,$$

(21)

$$q_{v'v} \simeq \sum_x \omega_x X_{v'}(R_x) X_v(R_x) = \sum_x c_x^{v'} c_x^v.$$  

(22)

In particular, here we have utilized the DVR method generated for an equally spaced set of points and weights [60], and Eq. (14) has been solved for different potential energy curves fitted by using neural network method and extended Rydberg function.

4. Results

The neural network method described in Section 2 is used to fit the potential energy curves of the $X^2\Pi$ and $A^2\Sigma^+$ electronic states and the associated dipolar transition moment function for the OH molecule. The ab initio points we have utilized as the input–output values of the neural network training process were the ones calculated by Bauschlicher and Langhoff [45]. They computed the potential energies and the dipolar transition moment for 19 nuclear distances between 1.3 and 4.4 bohr by using a multireference CI (MRCI), and employed them to calculate the differences between vibrational energy levels ($\Delta G_{0,1/2} = E_{v+1} - E_v$), the transition probabilities ($A_{v'v}$) and radiative lifetimes ($\tau_{v'}$). We compare our results obtained from different architectures of neural networks, where the activation functions were varied, the number of neurons and the number of layers, with the Bauschlicher and Langhoff (BL) ones [45], the experimental values of Coxon et al. [53–55], and the ones calculated by using the extended Rydberg function (ERF) [3] fitting. The ERF is a good representation of a typical diatomic potential given by

$$V_{ER} = D_e \left[ 1 + \sum_k a_k (R - R_e)^k \right] \exp(-\gamma(R - R_e)),$$

(23)

which has a minimum of depth $D_e$ at $R = R_e$. We point out that we have utilized $k \leq 8$ for the ERF fitting.

Initially, we fit $X^2\Pi$ and $A^2\Sigma^+$ PECs and the $A^2\Sigma^+ \rightarrow X^2\Pi$ DTMF for the OH system employing various fully connected NNs with one input neuron without activation function, one output neuron with the linear function and one or two hidden layers with the sigmoidal ($s$) and hyperbolic tangent ($t$) activation functions. To NNs with one hidden layer we varied the number of neurons of such a layer in 3, 4 and 6, while to NNs with two hidden layers we used two neurons at each one, totaling eight different NNs to fit the PECs and the DTMF. The training process was stopped when the root-mean-square error of each neural network fitting reached the plateau of $10^{-4}$–$10^{-5}$ a.u. In order to eliminate the overfitting problem, we also supervised this process analysing the accuracy of the calculated vibrational levels when compared to experimental and BL values. Examples of these fittings for the $X^2\Pi$ and $A^2\Sigma^+$ electronic states, and the $A^2\Sigma^+ \rightarrow X^2\Pi$ DTMF function are shown in Figs. 2 and 3, respectively.

To determine the quality of the NN fittings to potential energy curves we have calculated the vibrational energy levels using the equally spaced DVR method [60]. Specifically, the vibrational energy separations $\Delta G_{0,1/2}$
for the $X^2\Pi$ and $A^2\Sigma^+$ electronic states of OH have been calculated using the various neural network architectures and the extended Rydberg function. These results are then presented in Tables 1 and 2, respectively, where the BL and experimental ones are also displayed for illustration.

Assuming as reference the $D^G m = 2$ obtained from ERF fitting, the best fits are obtained with the NN architecture 1-3$t^{-1}$l for the $X^2\Pi$ state (root-mean-square error between ERF and NNs values of 2.34 cm$^{-1}$) and 1-6$t^{-1}$l structure for the $A^2\Sigma^+$ state (root-mean-square error of 1.17 cm$^{-1}$). Moreover, we point out that all results from NN fitting present a good agreement with the ERF ones, even in the case where the neural networks have the smallest number of neurons.

### Table 1

<table>
<thead>
<tr>
<th>Levels</th>
<th>Neural network</th>
<th>ERF</th>
<th>Ref. [45]</th>
<th>Exp. [53–55]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-3$t^{-1}$l</td>
<td>1-4$t^{-1}$l</td>
<td>1-6$t^{-1}$l</td>
<td>1-2$t^{-1}$l</td>
</tr>
<tr>
<td>0–1</td>
<td>3557.82</td>
<td>3555.21</td>
<td>3563.94</td>
<td>3570.48</td>
</tr>
<tr>
<td>1–2</td>
<td>3392.84</td>
<td>3392.66</td>
<td>3395.56</td>
<td>3395.27</td>
</tr>
<tr>
<td>2–3</td>
<td>3230.94</td>
<td>3231.63</td>
<td>3232.04</td>
<td>3228.59</td>
</tr>
<tr>
<td>3–4</td>
<td>3069.95</td>
<td>3070.49</td>
<td>3070.61</td>
<td>3066.92</td>
</tr>
<tr>
<td>4–5</td>
<td>2907.95</td>
<td>2907.79</td>
<td>2908.83</td>
<td>2906.75</td>
</tr>
<tr>
<td>5–6</td>
<td>2741.24</td>
<td>2742.20</td>
<td>2744.49</td>
<td>2744.72</td>
</tr>
<tr>
<td>6–7</td>
<td>2574.15</td>
<td>2572.42</td>
<td>2575.59</td>
<td>2577.74</td>
</tr>
<tr>
<td>7–8</td>
<td>2399.01</td>
<td>2397.02</td>
<td>2400.18</td>
<td>2403.05</td>
</tr>
<tr>
<td>8–9</td>
<td>2215.92</td>
<td>2214.34</td>
<td>2216.30</td>
<td>2218.12</td>
</tr>
</tbody>
</table>

**rms error**

|        | 2.67 | 3.03 | 3.86 | 5.16 | 2.34 | 4.31 | 3.37 | 6.38 |

---

*Results in cm$^{-1}$.  
*Root-mean-square error between ERF and NN values.*
Another criteria to judge the accuracy of the neural network potential energy curves (NNPECs) is the calculation of Franck–Condon (FC) factors \( q_{m \rightarrow 0} \) between vibrational wave functions of the ground and excited electronic states. The FC factor explicits the quality of the PEC by the analysis of the wave function of the nuclear problem. The differences between \( q_{m \rightarrow 0} \) calculated using NNPECs and using ERF fitting are shown in Table 3. The ERF results are shown also as reference data. We can see in Table 3 that the best results are obtained with the 1-4\( t \rightarrow 1 \) structure, while the neural networks with two hidden layers presented the worst results. Similar results have been verified also for the vibrational levels of the \( X^2 \Pi \) and \( A^2 \Sigma^+ \) electronic states (see Tables 1 and 2).

Now, to verify the quality of the DTMFs we have fitted with various neural network structures, we have calculated the transition probabilities in \( A^2 \Sigma^+ \rightarrow X^2 \Pi \). In particular, in Table 4 all calculations were carried out using the vibrational states obtained with the ERF fitting, being varied only the dipolar transition moment functions. This arbitrary choice was done to eliminate any influence of the PECs in the analysis of the DTMF fitting. The transition probabilities calculated by Bauschlicher and Langhoff [45] are shown also for comparison. Assuming as reference the ERF results, we can verify that the best results are those obtained with fitted DTMFs using the following NN structures: 1-3\( t \rightarrow 1 \) and 1-4\( s \rightarrow 1 \). In spite of the worst results are calculated with the fits that used more neurons at the hidden layer, all values obtained from neural network fitting present excellent agreement with ERF ones.

The next step is then to determine the neural network transition probabilities (NNTP), i.e., the \( A_{\nu \nu'} \) calculated using the neural network dipolar transition moment functions and the vibrational states obtained from the neural network potential energy curves. In particular, we restricted the study for the case that all fittings have been carried out employing neural networks of same structure. In Table 5 we compare the calculated NNTP for the 1-3\( t \rightarrow 1 \), 1-3\( s \rightarrow 1 \) and 1-4\( s \rightarrow 1 \) structures with the respective ones shown in Table 4. Note that the values of NNTP for the three structures are in excellent agreement with the transition probabilities calculated with the ERF procedure, being the NNTP obtained using the 1-3\( s \rightarrow 1 \) the best ones.

Finally, the radiative lifetimes Eq. (18) are determined from the transition probabilities presented in Table 5. They are then compared with the ones calculated by Bauschlicher and Langhoff [45] in Table 6. We note that the radiative lifetimes which have been obtained from neural network transition probabilities with 1-3\( s \rightarrow 1 \) structure present the best agreement with the ones calculated using the ERF transition probabilities.
Table 4
Calculated vibrational transition probabilities for OH (A^2Σ^+ → X^2Π) relative to A00 = 1000

<table>
<thead>
<tr>
<th>ν′ν″</th>
<th>Ref. [45]</th>
<th>ERF</th>
<th>Neural network</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1-3r-1/</td>
</tr>
<tr>
<td>0, 0</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>0, 1</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>1, 0</td>
<td>328.8</td>
<td>328.4</td>
<td>328.5</td>
</tr>
<tr>
<td>1, 1</td>
<td>597.4</td>
<td>597.5</td>
<td>597.4</td>
</tr>
<tr>
<td>1, 2</td>
<td>5.4</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>2, 0</td>
<td>68.6</td>
<td>68.5</td>
<td>68.6</td>
</tr>
<tr>
<td>2, 1</td>
<td>482.8</td>
<td>483.2</td>
<td>483.2</td>
</tr>
<tr>
<td>2, 2</td>
<td>314.6</td>
<td>314.7</td>
<td>314.7</td>
</tr>
<tr>
<td>2, 3</td>
<td>3.8</td>
<td>3.9</td>
<td>3.9</td>
</tr>
<tr>
<td>3, 0</td>
<td>12.9</td>
<td>12.9</td>
<td>12.9</td>
</tr>
<tr>
<td>3, 1</td>
<td>173.1</td>
<td>173.4</td>
<td>173.5</td>
</tr>
<tr>
<td>3, 2</td>
<td>486.6</td>
<td>488.6</td>
<td>488.5</td>
</tr>
<tr>
<td>3, 3</td>
<td>138.1</td>
<td>138.0</td>
<td>138.0</td>
</tr>
<tr>
<td>3, 4</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
</tr>
</tbody>
</table>

All results utilize the vibrational states obtained from the ERF PEC fitting being varied only the DTMFs.
5. Concluding remarks

The study we have carried out in the present work has the following motivation: to discuss the implications in the quality and accuracy of the potential energy surfaces and dipolar transition moment function when we employ different architectures of the neural network method in the fitting process using ab initio data points. For this, the vibrational eigenenergies and eigenfunctions of the \( X^2\Pi \) and \( A^2\Sigma^+ \) electronic states, the \( A^2\Sigma^+ \rightarrow X^2\Pi \) transition probabilities and the radiative lifetime of the \( A^2\Sigma^+ \) state of the OH molecule have been calculated from the fitted PECs and DTMFs. The results obtained using the fittings done with extended Rydberg functions were utilized as reference ones to judge the efficiency of neural network method to fit the curves of interest. From this comparison, we could confirm that the neural network method is able to fit the potential energy curves and dipolar transition moment functions of the diatomic molecules. We also could demonstrate that a neural network with one hidden layer and a reduced number of neurons is sufficient to fit PECs and DTMFs with great accuracy. This result is particularly useful for multi-dimensional problems where it is of great importance the employment of interpolation functions with a small number of free parameters. Moreover, the neural network method does not require previous knowledge of the shape of the surface, uses a small set of ab initio points for the fit, and can be easily generalized to larger molecules. Therefore, the neural network approach can be considered a good choice to fit multi-dimensional PESs and DTMFs.

Acknowledgements

This work has been supported by CAPES and CNPq (Brazilian National Research Councils) through grants to the ACPB and FVP, respectively.

References


