Stochastic evaluation of subsurface contaminant discharges under physical, chemical, and biological heterogeneities
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A B S T R A C T

A finite element 2D Monte Carlo approach is used to evaluate the sensitivity of groundwater contaminant discharges to a Damkohler number ω and spatial variability in aquifer hydraulic conductivity, initial microbial biomass concentrations, and electron acceptor/donor concentrations. Bioattenuation is most sensitive to spatial variations in incipient biomass and critical electron donors/acceptors for ω ≥ 1 (i.e., when pore-water residence times are high compared to the time needed for microbial growth or contaminant attenuation). Under these conditions, critical reaction processes can become substrate-limited at multiple locations throughout the aquifer; which in turn increases expected contaminant discharges and their uncertainties at monitored transects. For ω ≤ 0.2, contaminant discharge is not sensitive to incipient biomass variations. Physical heterogeneities expedite plume arrival and delay departure at transects and in turn attenuate peak discharges but do not affect cumulative contaminant discharges. Physical heterogeneities do, however, induce transect mass discharge variances that are bimodal functions of time; the first peak being consistently higher. A simple stream tube model is invoked to explain the occurrence of peaks in contaminant discharge variance.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Estimation of subsurface contaminant mass discharge (i.e., contaminant mass per unit time) at specified control planes (CPs) is an effective approach of defining groundwater source terms and boundary conditions; assessing natural attenuation viability; designing time-effective enhanced remediation systems; and evaluating source zone remediation success [1–4]. Traditional estimations of contaminant mass discharges using collected groundwater samples are inaccurate because they ignore spatial variations in both concentrations and groundwater flows [5]. Direct measurements of groundwater and contaminant discharges, which accounts for spatial variations of contaminant concentrations and discharges, are possible through the deployment of Passive Flux Meters (PFM) [1,6–9]; and improved analyses of the Integral Pumping Test (IPT) approach [10–15]. As a partial consequence of improved flux monitoring, several investigators have used or proposed to use measured reductions in contaminant discharge as an indicator of contaminant source mass depletion [1,16–28].

Various types of heterogeneities have been reported to affect contaminant fate and transport, and therefore discharge in the subsurface including physical, chemical, and biological heterogeneities [e.g. 29–37]. The relationship between source mass and CP discharge is a function of these heterogeneities and the correlation between them [1,16,19,22,23]. Physical aquifer heterogeneity, represented by spatial variability in hydraulic conductivity, has been studied extensively to characterize field-scale dispersion [e.g. 29–34].

A typical manifestation of this heterogeneity is the apparent presence of anisotropy at the aquifer scale, despite point scale observations of isotropic hydraulic conductivities [30,38]. Another intensively investigated manifestation of physical heterogeneity is macro-dispersion [33,34,39–42]. Chemical heterogeneity in the subsurface is represented as spatial variability in abiotic contaminant reaction parameters including abiotic degradation rates; sorption coefficients and redox conditions and spatial variability in electron donor/acceptor concentrations that are critical for biotic reactions [35–37,43–47].

Chemical heterogeneity in the aquifer matrix has been recognized at laboratory scale [48–52], and at field scale [44,53]. Finally, biological heterogeneity is manifested as spatial variability in microbial species, biomass, and microbial activity. Several stochastic modeling techniques have been used to examine organic subsurface biodegradation at the field scale [54,55]. Monte Carlo simulations were used to study the effects of spatially distributed rates of biodegradation and hydraulic
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conductivity on plume-scale rates of biodegradation [56–58]. They were also used for assessing the effects of waste sites on groundwater quality [59–62].

Accounting for spatial variability is particularly essential for accurate estimation of subsurface contaminant mass discharges and thus successful remedial design [15]. The effect of spatially variable hydraulic conductivity on the variances of both the contaminant concentrations and discharges has been studied analytically for solutes undergoing first-order sorption kinetics under pulse or continuous injections of concentrations from source zones [63–65]. However, the effect of biological variability, correlation between spatial hydraulic conductivity and biological variability, and electron donor/acceptor availability on contaminant mass discharges has not been examined to the best of the authors’ knowledge. Zones with high contaminant discharge may have different microbial activity than low-discharge zones, which would impact plume remedial design that is based on enhancement of biological processes [1].

The objective of this paper is to examine the sensitivity of microbial mediated contaminant mass discharges to physical, chemical, and biological heterogeneities in a 2-dimensional aquifer. Monte Carlo simulations are used to simulate contaminant plumes in a two-dimensional aquifer, and at two sections transverse to the mean groundwater flow direction, and generate temporal distributions of the mean subsurface contaminant discharge and variance. One can legitimately argue that two-dimensional simulations are poor approximations to natural three-dimensional systems. However, two-dimensional models are of value when studying problems at the regional scale [7]. The regional scale is defined for aquifers whose planar dimension is much larger than the aquifer thickness. In this case, formation properties are averaged over depth and are regarded as functions of the horizontal dimension only [66]. Steady, uniform, and two-dimensional flow prevails at the natural gradient tracer experiment in the sand aquifer that was carried out at the Borden site [67–69]. Freyberg [69] found that the motion of the plume and its center of mass is essentially horizontal. Barry et al. [70] also found the assumption of two-dimensional flow to yield good results. In the other commonly cited natural tracer test, performed at the Cape Cod site, LeBlanc et al. [71] found that the plume centroid moved vertically downward for a small distance which enabled Deng et al. [72] to reproduce the field spatial moments using a two-dimensional stochastic model. Chaudhuri and Sekhar [61] performed 1D Monte Carlo Simulations (MCS) to evaluate a perturbation technique. Then, they used this technique on 3D simulations. They concluded that 100 realizations were not enough to obtain good MCS results in 3D simulations. This is an added difficulty of simulating 3D with MCS. The induced variations in plume discharge are the result of spatial heterogeneities in aquifer hydraulic conductivity, microbial biomass concentrations, and electron donor/acceptor concentrations. Microbial growth is simulated using modified Monod kinetics [73] under conditions where microbial growth will be substrate-limited depending on the local concentrations of contaminant and an auxiliary electron acceptor/donor.

2. Governing equations

One of the challenges in modeling biotransformation is obtaining reliable conceptual description. Molz et al. [74], separated biodegradation models into three distinct conceptual approaches. In the first approach, it is assumed that solid particles are uniformly covered by a thin biofilm [57,75–85]. Consumption of contaminants occurs in this biofilm in the presence of electron acceptors and nutrients. This approach will be employed in this paper. In the second approach, bacteria are assumed to grow, in small discrete colonies (or ‘micro-colonies’) attached to a particle surface, as the result of substrate and electron acceptor utilization [86,87]. Both biofilm and micro-colony approaches employ one of the following three reaction kinetics: first-order decay, instantaneous reaction kinetics, and multi-term Monod (or Michaelis–Menten) expressions. The third approach has been adopted by many researchers [88–93]. In this approach, partitioning between free flowing and adsorbed microorganisms is assumed [89,90] but their distribution and interaction play no role in depicting the growth dynamics [94].

For a heterogeneous porous medium, the time-dependent reaction–advection–dispersion equation of a contaminant (and/or electron donor/acceptor) $i$ whose spatial concentration distribution is denoted by $C_i(x, t)$ is given by:

$$R_i \frac{\partial C_i}{\partial t} = \frac{\partial}{\partial x} \left( D \frac{\partial C_i}{\partial x} \right) - V \frac{\partial C_i}{\partial x} + Q_{\text{bio}}^i$$

(1)

where the local pore-water velocity vector is $V [L T^{-1}]$; $D [L^2 T^{-1}]$ is the tensor of the hydrodynamic dispersion coefficient, and $R$ is the retardation factor [dimensionless]. For multi-solute transport (electron acceptors/donors, and/or nutrients), these equations are coupled through contaminant source/sink terms $Q$ as follows:

$$Q_{\text{bio}}^i = - \frac{M \mu}{Y \theta}$$

(2)

where $M$ is the microbial biomass concentration [$M L^{-3}$], $\theta$ is the aquifer porosity [dimensionless], $Y$ are the yield coefficients [dimensionless] representing the mass of bacterial species produced per unit mass of electron donor/acceptor. Modified Monod kinetics [73] is used to describe specific growth rate of the microbial species utilizing electron donor and electron acceptor:

$$\mu = \mu_{\text{max}} \frac{C_i}{(K_C + C_i)}$$

(3)

where $\mu_{\text{max}}$ is the maximum specific growth rate for the microbial species [$T^{-1}$], $K_C$ is the half saturation coefficient for the electron donor/acceptor [$M L^{-3}$]. Assuming $B$ as the first-order microbial decay rate, the microbial mass balance equation can be written as follows [95,96]:

$$\frac{dM}{dt} = M (\mu - B)$$

(4)

3. Methodology and problem description

Monte Carlo (MC) simulations are used in this study to investigate spatial–temporal variations in subsurface microbial mediated contaminant discharge affected by a Damkohler number $\omega$ and physical, chemical, and biologically heterogeneous in a 2-D aquifer. Physical heterogeneity is represented as spatial variations in hydraulic conductivity. Biological heterogeneity is manifested as spatial variations in initial and transient distributions of microbial biomass, and finally chemical heterogeneity is represented as spatial variations in the concentration of a requisite electron donor/acceptor. Monte Carlo simulations provide predictions for ensemble mean discharges at transects as well as the uncertainty in these predictions represented as discharge variances. Comparisons between Monte Carlo simulations and corresponding homogeneous scenarios of assumed uniform physical, chemical, and biological properties is used to elucidate the effects of physical, chemical, and biological heterogeneities and their possible correlation on contaminant mass discharges. Quantifying the uncertainty of the prediction has been recognized as crucial information for remediation design and risk assessment studies [97,98].
The methodology used here is as follows: (1) a random field generator (RFG) [99,100] is used to create multiple realizations of spatially varying fields of aquifer hydraulic conductivity and initial concentrations of a requisite electron donor/acceptor and biomass assuming a known spatial correlation structure of second-order stationarity. The method used in this RFG is based on Fast Fourier Transform (FFT) and is chosen in this study because of its computational efficiency. The basic concept of this method is to generate a set of uniformly distributed random numbers by using a random number generator. By taking the FFT of these numbers, the resulting spectrum will have a uniform density of unity. By multiplying the transformed numbers by the square root of the spectral density function of the conductivity field (the Fourier transform of \( K \) covariance), the resulting numbers will have the same spectrum as that of the hydraulic conductivity field. Finally taking the inverse FFT of those numbers gives a set of numbers in real space having the same correlation structure as that of the conductivity field; (2) the groundwater flow is established for all conductivity realizations under the specified boundary conditions (Fig. 1); (3) the finite element model METABIOTRANS [57,101,102] is used to solve the coupled transport equations and microbial growth equation (Eqs. (1)–(4)); (4) contaminant discharges at sections 1 and 2 (Fig. 1) are obtained from each realization; and finally (5) the ensemble mean discharge and discharge variance are calculated for all realizations.

The hydraulic conductivity, initial concentrations for the requisite electron donor/acceptor, and biomass are assumed to have a log-normal distribution with an exponential covariance structure (\( \text{Cov}(r) = \sigma^2 e^{-r/\lambda} \)) in which \( \sigma^2 \) is the process variance, \( r \) is the spatial lag, and \( \lambda \) is the correlation length which is proportional to the distance over which hydraulic conductivity (\( K \)), the requisite initial electron donor/acceptor (\( A \)) concentration, or initial biomass (\( M \)) concentration are spatially correlated. The value of \( \lambda \) is kept as 1.0 m for all simulations. Depending on the simulation, it is assumed that Log \( K \) and Log \( A \) variances are both 1.0, Log \( M \) variance is 1.0 or 3.0, and the arithmetic mean for \( M \) equals 1% of \( C_o \) (initial concentration). The element size in the finite element mesh is a constant 0.2\( \lambda \). Longitudinal and transverse dispersivities are assumed to be 0.1\( \lambda \) and 0.05\( \lambda \), respectively. Summary of all input parameters used in this paper is presented in Table 1.

The log-normal distribution with exponential covariance structure is a common assumption in stochastic groundwater studies. In the same way as the Central Limit Theorem dictates that the sums of a large number of independent variables approaches a normal distribution it dictates (after exponentiation) that the product of a large number of independent (non-negative) variables approaches a log-normal distribution. This is known to be true even if partial correlation between variables is present; however, in this case convergence to (log-) normality is slowed down [106]. As illustrated by the governing equations, the processes studied here are purely multiplicative and limited to non-negative variables. Regarding the state of a variable as the outcome of a large number of such multiplicative but not necessarily uncorrelated processes (e.g., along a stream line in space or at a location over time) lends support to the assumption of log-normality for the respective variables. Moreover, we hypothesize that deviations from the log-normal distribution (e.g., towards other non-negative distributions such as gamma, chi-squared, etc.) may have some quantitative but no significant qualitative impact on simulation results and conclusions as long as mean and variance remain unaffected.

In the case of the spatial covariance model chosen, we argue that deviations from the exponential model (e.g., towards other stationary models such as spherical, Gaussian, etc.) do not have a significant impact on results as long as the correlation length remains unaffected and the spatial scale of the study (i.e., transect size over which local fluxes are added up to determine discharges) exceeds the correlation length by some factor. Under these conditions it is assured that some “average” level of correlation between different locations within the model domain is maintained, which determines the overall behavior of the (spatially-averaged or integrated) outcome. From this we hypothesize that results presented retain approximate quantitative and general qualitative validity for the set of fundamental parameters mean, variance and correlation length and independent of particular distributional or spatial covariance properties. This is consistent with the level of information that may typically be expected in field situations (limited data may not even allow for making strong inferences about distributions or spatial correlation structures).

Field measurements revealed that the spatially varying hydraulic conductivity could be described by a log-normal distribution. Furthermore, conductivity values were found to be spatially correlated with a correlation structure that varies from site to site. The exponential, Gaussian, hole-type, and fractal covariance structures are among the commonly used covariances. Examples of studies that employed the exponential model include Mohamed et al. [57] and Hassan et al. [92,93]. The latter is assumed to also apply to biomass and electron donors in the present work due to their correlation with

### Table 1

<table>
<thead>
<tr>
<th>Summary of input parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem domain</td>
</tr>
<tr>
<td>Element size in X-direction (( \Delta x/\lambda ))</td>
</tr>
<tr>
<td>Element size in Y-direction (( \Delta y/\lambda ))</td>
</tr>
<tr>
<td>Dispersivity in X-direction (( \sigma_x/\lambda ))</td>
</tr>
<tr>
<td>Dispersivity in Y-direction (( \sigma_y/\lambda ))</td>
</tr>
<tr>
<td>Porosity (( n ))</td>
</tr>
<tr>
<td>Retardation factor (( R ))</td>
</tr>
<tr>
<td>Half saturation coefficient for ED (( K_r/C_o ))</td>
</tr>
<tr>
<td>Half saturation coefficient for EA (( K_r/C_o ))</td>
</tr>
<tr>
<td>( B_{font} )</td>
</tr>
<tr>
<td>Size of the contamination initial source</td>
</tr>
</tbody>
</table>

Fig. 1. Problem layout.
conductivity. For the case of no correlation we maintain the exponential variogram for better comparison.

Five different scenarios are used to study plume contaminant discharges under various conditions of spatial heterogeneity (Table 2). The first scenario includes three homogeneous simulations from which reference conditions are defined. The computational time of any of these deterministic simulations was 20.5 min on a 2 GHz machine. The next two scenarios examine separate influences of physical heterogeneity (hydraulic conductivity variations) and biological heterogeneity (spatial variations in initial microbial biomass concentrations). The fourth scenario focuses on the composite influence of correlated physical and microbial heterogeneities. In the final scenario, chemical heterogeneity is examined through a single MC simulation conducted with uncorrelated spatial variations in initial electron donor/acceptor concentrations, and spatially correlated variations in hydraulic conductivity and microbial biomass. Simulations include sensitivity studies on the assumed dimensionless microbial effective growth rate (\( \omega = \lambda_{N_{\text{max}}} / V \)), and the assumed the initial biomass concentration variance. \( \omega \) is equivalent to a Damkohler number [107,108], and it expresses the ratio of pore fluid hydraulic residence time to the time required for microbial growth and contaminant attenuation. Thus, \( \omega \leq 1 \) suggests contaminant attenuation may be sensitive to local variations in groundwater velocity. This sensitivity may arise because the characteristic maximum specific growth rate for the microbial population is sufficiently low, or groundwater velocities are sufficiently high that the time required for attenuation and microbial growth is significantly greater than the average groundwater hydraulic residence time. For a given \( \lambda_{N_{\text{max}}} \), as the groundwater velocity decreases the hydraulic residence time increases; thus, \( \omega \) increases indicating there is sufficient pore-water residence time to support microbial growth and contaminant attenuation. Based on available literature values for \( \lambda_{N_{\text{max}}} \), the parameter \( \omega \) can range from 0.001 to 64 [57].

In the three homogeneous simulations (1–3 from Table 2) \( \omega \) varied from 0 to 1. Simulations results serve as references in subsequent comparisons with MC simulations. Background biomass concentrations in the first three simulations were equated to 1% of the initial contaminant concentrations (Co), which is within the range of 0.5–10% assumed in previous studies [e.g. 40,52,54]. To ensure meaningful comparisons between the homogenous simulations and those involving biological heterogeneities, this value of background biomass concentration is used to represent the mean biomass concentration in the Monte Carlo simulations presented in scenarios 2, 4, and 5. For the same reason and to ensure meaningful comparisons between the homogenous simulations and those involving physical heterogeneities, the geometric mean of the log-normal \( K \) equals the uniform hydraulic conductivity field in the simulations presented in scenarios 3–5. In addition, the same hydraulic gradient is used in all simulations to achieve the same integrated groundwater discharge at any transect in the flow domain (i.e. the same spatially-averaged specific discharge over any arbitrary transect draw perpendicular to the predominant flow direction).

Results of all simulations are shown as dimensionless graphs expressed in terms of the normalized time \( t = tV/\lambda \) and normalized ensemble mean contaminant mass discharge (ND= \( Q/Q_{\text{max}} \)); where \( Q \) is the actual mass discharge [M T\(^{-1}\)] and \( Q_{\text{max}} \) is the maximum mass discharge representing mass recharge when dispersion and biodegradation are ignored. The maximum mass discharge \( (Q_{\text{max}}) \) is equivalent to \( (VM_{t}/4\lambda) \); where \( M_{t} \) is the total initially released mass of the contaminant [M]. Discharges are evaluated at two sections located at distances 5A and 10A, respectively, downstream from the center of the initial contaminant release as presented in Fig. 1.

4. Numerical simulations and discussion

4.1. Physical heterogeneity

The effects of physical heterogeneity on plume contaminant discharge are examined through three MC simulations (4–6, Table 2). In all three, 500 realizations of the hydraulic conductivity field of unit log-variance are used to generate 500 heterogeneous velocity fields, which are then used in the transport model. Biodegradation is not simulated in 4 (\( \omega = 0 \)); whereas in MC simulations 5 and 6, biological activity is simulated using values of \( \omega \) comparable to homogeneous simulations 2 and 3 (i.e. 0.2 and 1.0), respectively (Table 2).

Physical heterogeneity increases dispersion in both longitudinal and transverse directions, which explains the early increase and the delayed decrease in ensemble mean contaminant discharges at each transect and in turn the attenuated peak discharges compared to homogeneous simulations (see Fig. 2a). These peaks occur at approximately the time when the centroid of the ensemble contaminant plume traverses the transect plane. However, this is not the case with mass discharge variance (DV). At any given transect, the DV produces two peaks over time corresponding to two periods of high uncertainty in mass discharge (Fig. 2b). The first peak is observed to be associated with the arrival of the leading edge of the ensemble plume (i.e., when the steepest increase in ND occurs), while the second occurs as the plume’s trailing edge traverses the transect plane (i.e., when the steepest decrease in ND occurs).

A simple stream tube model with longitudinal and transverse dispersion between stream tubes can be invoked to explain the two peaks is discharge variance. First, it is assumed \( n \) [dimensionless] stream tubes of equal water flux crossing a control section and each stream tube either makes a contribution to mass discharge or not. At short times all contaminated stream tubes may be assumed to convey a mass flux \( q_{\text{max}} \) corresponding to some maximum (saturated) contaminant concentration. Next, it is assumed that the probability that a stream tube is contaminated is \( p \) [dimensionless] and to be clean \( 1-p \). The resulting distribution is known as Bernoulli distribution, which, after summation over \( n \) stream tubes, becomes a Binomial distribution of mean \( npq_{\text{max}} \) and variance \( npq_{\text{max}}(1-p)q_{\text{max}} \). By equating ND = \( npq_{\text{max}} \) (expected mass discharge) Fig. 2a indicates that \( p \) rises from zero to some maximum value \( p_{\text{max}} \leq 1 \) and decreases towards zero afterwards. This reflects the effect of longitudinal dispersion and the lower probability of encountering contaminated stream tubes before and after the plume core. By further equating

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Simulation</th>
<th>Number of realizations</th>
<th>Random variable</th>
<th>( \omega )</th>
<th>Variance of ( K, M, ) and ( A )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Homogenous</td>
<td>–</td>
<td>0</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Homogenous</td>
<td>–</td>
<td>0.2</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Homogenous</td>
<td>–</td>
<td>1.0</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>( K )</td>
<td>0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>500</td>
<td>( K )</td>
<td>0.2</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>500</td>
<td>( K )</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>250</td>
<td>( M )</td>
<td>0.2</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>250</td>
<td>( M )</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>250</td>
<td>( M )</td>
<td>1.0</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>( K ) and ( M )</td>
<td>0.2</td>
<td>1.0 and 1.0</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>500</td>
<td>( K ) and ( M )</td>
<td>0.2</td>
<td>1.0 and 1.0</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>500</td>
<td>( K ) and ( M )</td>
<td>1.0</td>
<td>1.0 and 1.0</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>500</td>
<td>( K ) and ( M )</td>
<td>1.0</td>
<td>1.0 and 1.0</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>500</td>
<td>( K ) and ( M )</td>
<td>1.0</td>
<td>1.0 and 1.0</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>500</td>
<td>( K ) and ( M )</td>
<td>1.0</td>
<td>1.0 and 3.0</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>500</td>
<td>( K ) and ( M )</td>
<td>1.0</td>
<td>1.0 and 1.0</td>
<td></td>
</tr>
</tbody>
</table>
DV = np(1 – p)q²max, and noting that p(1 – p) is a concave function equal to zero for p = 0 and 1 while reaching a maximum at p = 0.5, it is shown that DV possesses two maxima corresponding to p reaching 0.5 at the leading and trailing edges of the plume. From a different perspective these peaks can be related to the uncertainty in plume arrival/departure times and the magnitudes of the arriving and departing discharge gradients in flow direction. At very short and very large times p and, hence, DV are zero, while in between peaks 0.5 < p ≤ pmax and DV reaches a local minimum. Now considering also transverse dispersion between stream tubes, which grows with the length of the flow path and time, stream tubes can convey arbitrary discharges q between zero and qmax. This does not directly affect ND, since transverse dispersion does not discriminate between faster and slower stream tubes (i.e., its effects on ND cancel out on average), but it does decrease DV, since individual stream tube discharges are moved closer to the mean value. This may explain the smaller amplitude of the second peak (trailing plume “fingers” are fuzzier than leading plume fingers) as well as of the peaks at the downgradient section 2. Cases may exist where this effect (possibly in combination with degradation) is strong enough to eliminate a second peak or where pmax ≤ 0.5.

In the absence of biodegradation, time-integrated contaminant discharges must equate to the initial source mass. Results shown in Table 3 for simulations 1 and 4 verify this claim, and they also validate the numerical scheme used to integrate discharges at each section. Biodegradation decreases the time-integrated discharge between sequential transect planes; the magnitude of decrease is sensitive to ω but insensitive to spatial variations in hydraulic conductivity. For example, from a comparison of simulations 2 and 3 with 5 and 6 (see Table 3), essentially the same contaminant mass is observed to traverse respective transects at the levels of physically heterogeneity simulated in this study. It is important to keep in mind for these simulations; Monod parameters (Table 1) are spatially uniform. However, if these conditions were otherwise, biodegradation rates would vary spatially in accordance with spatial variation in Monod parameters.

Contaminant concentration reductions due to biodegradation decrease DV as a plume migrates through a transverse section. A closer look at the differences between simulations 4 and 5 in Fig. 2b suggests a greater relative decrease in DV occurs at the trailing edge of a simulated plume (second peak) than at the leading edge (first peak). This occurs most likely because the trailing edge encounter a higher density of active biomass produced as microbial growth increased to consume the leading edge of the plume, and also because the travel time and in turn the exposure to active microbial colonies is longer for contaminants in the trailing edge of plume. Increasing ω in simulation 6 increases significantly the contaminant mass degraded; however, it does not affect the arrival time of the leading edge of plumes in either homogenous or physically heterogeneous cases (compare Figs. 2a and 3a). Thus, qmax, and contaminant DV decrease at both sections in simulation 6 (Fig. 3b), so much so that the second variance peak is almost negligible.

### 4.2. Biological heterogeneity

In this third scenario, variability in initial biomass concentrations is considered. Biological heterogeneity is represented in this paper by a spatial variability in the distribution of microbial species, biomass, and microbial activity. Though this is the least understood of the other factors of heterogeneity, spatial variations in biological processes are believed to have a significant effect on contaminant transport in the

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Section 1</th>
<th>Section 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.90</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>0.63</td>
<td>0.39</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>0.88</td>
<td>0.81</td>
</tr>
<tr>
<td>6</td>
<td>0.62</td>
<td>0.40</td>
</tr>
<tr>
<td>7</td>
<td>0.90</td>
<td>0.82</td>
</tr>
<tr>
<td>8</td>
<td>0.66</td>
<td>0.42</td>
</tr>
<tr>
<td>9</td>
<td>0.70</td>
<td>0.46</td>
</tr>
<tr>
<td>10</td>
<td>0.88</td>
<td>0.81</td>
</tr>
<tr>
<td>11</td>
<td>0.89</td>
<td>0.81</td>
</tr>
<tr>
<td>12</td>
<td>0.65</td>
<td>0.44</td>
</tr>
<tr>
<td>13</td>
<td>0.65</td>
<td>0.44</td>
</tr>
<tr>
<td>14</td>
<td>0.65</td>
<td>0.44</td>
</tr>
<tr>
<td>15</td>
<td>0.71</td>
<td>0.51</td>
</tr>
<tr>
<td>16</td>
<td>0.87</td>
<td>0.77</td>
</tr>
</tbody>
</table>
subsurface. Both Miralles-Wilhelm et al. [54,55] and Scholl [56] have used stochastic modeling techniques to examine organic subsurface biodegradation at the field scale. Miralles-Wilhelm et al. [54] presents an analytical model to quantify subsurface oxygen-limiting biodegradation at the field scale. Their model incorporates effects of chemical and microbiological heterogeneities. The purpose of the modeling exercise was to investigate field-scale effective coefficients of retardation, dispersion, and decay of a soluble contaminant undergoing advection, sorption, and biodegradation in the subsurface. To simplify the analytical model, they assumed a steady-state microbial population; ignoring, thereby, the transient affects of microbial growth and perhaps more importantly the transient evolution of a contaminant plume that is in reality inextricably coupled to a dynamic microbial biomass plume. Miralles-Wilhelm et al. [54] concluded that the effective contaminant decay rate was less than the spatial mean.

Scholl [56] performed Monte Carlo simulations using the USGS model (BIOMOC) to study the effects of spatially distributed rates of biodegradation and hydraulic conductivity on plume-scale rates of biodegradation derived from field data. Three sets of simulations were performed, each involving 10 realizations, with different degrees of physical aquifer heterogeneity. Others used Monte Carlo analysis and Bayesian decision theory for assessing the effects of waste sites on groundwater quality [e.g. 20, 41, 42]. James and Freeze [62] developed a Bayesian decision framework for addressing questions of hydrogeological data worth associated with engineering design at sites in heterogeneous geological environments. They studied the specific case when one of remedial contaminant containment in an aquifer underlain by an aquitard of uncertain continuity. The framework is used to evaluate the worth of hard and soft data in investigating the aquitard’s continuity. Similar to Miralles-Wilhelm et al. [54] study, Scholl [56] ignored biomass growth, death, and growth inhibition. Scholl calculated biodegradation rates from steady-state contaminant plumes using decrease in concentration down-gradient and a single flow velocity estimate; hence, the simulations performed did not reflect Monod kinetics or the transient changes of a contaminant plume that is coupled to a dynamic microbial biomass plume. Scholl [56] concluded for a steady-state contaminant plume that using an effective hydraulic conductivity/flow velocity and biomass distribution underestimates the time required to remediate a contaminated aquifer. Scholl did not investigate the affects of biological heterogeneity nor its correlations with spatial variations in aquifer permeability.

Fig. 3. Comparison between homogenous simulations [1(ω = 0.0) and 3(ω = 1.0)] and physical heterogeneity simulations [4(ω = 0.0) and 6(ω = 1.0)] (a) normalized mean discharge, and (b) discharge variance.

Three simulations (7–9) are performed; in which 250 different realizations of initial biomass concentration were enough to achieve stable mean discharges. For rational comparisons, the same initial total volumetric biomass is maintained in all simulations. In simulation 7, an ω of 0.2 is used to represent microbial characteristics or hydraulic conditions that limit microbial growth, while a higher value of 1.0 is used in simulations 8 and 9. The spatial log-variance (σ^2) of the initial biomass distribution is 1.0 in simulations 7 and 8 and 3 in simulation 9. For this reason, the biomass distribution in simulation 9 reflects the greatest range in bacterial concentrations (as depicted in Fig. 4 in [57]).

By comparing contaminant discharge curves for simulations 2 and 7 in Fig. 4 and or the time-integrated discharges in Table 2, it is evident that for low effective growth rates (ω ≤ 0.2), incipient biological heterogeneity does not significantly alter mass discharges at sections 1

Fig. 4. Comparison between normalized mass discharge of homogenous simulations [1(ω = 0.0), 2(ω = 0.2) and 3(ω = 1.0)] and biological heterogeneity simulations [7(ω = 0.2, σ_M^2 = 1.0), 8(ω = 1.0, σ_M^2 = 1.0) and 9(ω = 1.0, σ_M^2 = 3.0)].
and 2 relative to the homogenous case. This suggests that a homogeneous aquifer assumption may in fact be sufficiently accurate for small \( \omega \) values. In other words, for high flow velocities or low microbial activities, aquifers may be simulated as biologically homogeneous systems for the purpose of determining the contaminant mass discharge if critical electron donor/acceptors are not limiting. However, the uncertainty in the discharge prediction is not given from a deterministic homogeneous simulation. Fig. 4 also shows that when \( \omega \) is increased to 1, as in simulation 8, contaminant attenuation is less efficient when the initial biomass distribution is non-uniform as oppose to being homogenous (simulation 3); which is consistent with finding of others [e.g. 55–57]. This means that the expected total mass passing sections 1 and 2 is higher in the distribution (decreases even more when the variance of the initial biomass concentration is low and only small “islands” of large biomass concentrations. As a result, the contaminant plume escapes attenuation in large regions of low biomass, and because contaminant degradation and microbial growth are coupled, the absence of attenuation in these regions is not compensated by higher attenuation in other regions of greater biomass. For the highest value of \( \omega \) considered in this work, simple calculations based on simulation output can show that maximum volume changes in biomass are several orders of magnitude smaller than initial pore space. As a consequence, effect of biomass clogging on porosity (and conductivity according to a model by Thullner et al. [109]) is found to be negligible. Consequently, effect of biomass clogging on porosity (and conductivity) decreases even more when the variance of the initial biomass distribution \((\sigma^2)\) is increased as in simulation 9 (Fig. 4, Table 3). This is an outcome of the fact that increasing the incipient biomass distribution variance produces large regions where the initial biomass concentration is low and only small “islands” of large biomass concentrations. As a result, the contaminant plume escapes attenuation in large regions of low biomass, and because contaminant degradation and microbial growth are coupled, the absence of attenuation in these regions is not compensated by higher attenuation in other regions of greater biomass. For the highest value of \( \omega \) considered in this work, simple calculations based on simulation output can show that maximum volume changes in biomass are several orders of magnitude smaller than initial pore space. As a consequence, effect of biomass clogging on porosity (and conductivity according to a model by Thullner et al. [109]) is found to be negligible.

4.3. Physical and biological heterogeneities

In this fourth scenario, correlated and uncorrelated biological and physical variability are considered. Brockman et al. [110] reported that it was indicated by different researchers that subsurface microbiological properties have similar spatial correlation length scales to those well established for subsurface physical and chemical parameters, and the microbiological properties appear to be spatially correlated to geologic, hydrologic and/or geochemical properties. This indicates that the possibility exists that the biological parameters (biomass distribution and electron donor/acceptor) can have a spatial distribution and correlation structure similar to that of the hydraulic conductivity, \( K \). It was also shown [111,112] that denitrification is highly variable and exhibits a distribution that is typically positively skewed and approximates the log-normal distribution. Brockman et al. [110] also indicate that if geologic or other physical properties in the subsurface control nutrient availability, spatial correlations between subsurface environmental and microbiological properties might be expected. Such correlation means that it is possible that the subsurface biological properties have similar variability structure to that of hydraulic conductivity.

Scheibe et al. [113] demonstrated that the widely observed decrease of the apparent rate of bacterial attachment (particularly as parameterized by the collision efficiency in filtration-based models) with transport distance could be interpreted as a field-scale manifestation of local-scale correlation between hydraulic conductivity variability and attachment rate coefficient variability. Because collision efficiency depends on properties of microbial cell surfaces [113], such dependency and the correlation to hydraulic conductivity imply that the biomass distribution in a heterogeneous aquifer may be related to hydraulic conductivity. Therefore, the spatial correlation structure of the hydraulic conductivity may have an imprint on the spatial structure of the biomass variability.

The above discussion indicates the possibility that biomass concentration and electron donors/acceptors may have similar spatial variability structure to that of hydraulic conductivity. However, there is no conclusive evidence in the literature substantiated by field data at the scale of interest in our study (focusing on engineering bioremediation applications) that supports or precludes this possibility. Thus, it is worth to examine the effects of the possible case that the biological parameters have spatial variation structure similar to that of \( K \).

Additional six simulations (10–15) of 500 realizations each are considered in this scenario. In simulations 10 and 12 the two heterogeneities are assumed uncorrelated; while in simulations 11 and 13 they are assumed negatively correlated (Table 2). Negative correlations have been justified by others assuming that the high pore-water velocities, present in zones of high hydraulic conductivity regions, tend to wash out attached bacteria or precluded bacterial adhesion [114]. A positive correlation, on the other hand, has been justified assuming zones of high hydraulic conductivity facilitate the transport of nutrients necessary for microbial growth. The effect of a positive correlation between biological and physical heterogeneities is studied through simulations 14 and 15 (Table 2).

For simulations 10 and 11, a low effective growth rate \((\omega = 0.2)\) is used. Looking at time-integrated contaminant discharges alone

![Fig. 5. Effect of –ve correlation between \(K\) and \(M\) for low \(\omega\) (0.2) on discharge variance.](image-url)
(Table 3), one surmises contaminant discharges are essentially the same as those generated under previous heterogeneous simulations 6 and 8 and homogeneous simulation 3. It appears again, low $\omega$ values determined by relatively high pore-water velocities or low maximum growth rates, define conditions for which non-uniform aquifer and biomass characteristics and their correlations can be effectively ignored if critical electron donors/acceptors are not limiting and the objective is to predict contaminant discharge but not its variance. With respect to discharge variance, a negative correlation between aquifer conducting and the incipient microbial biomass appears to increase discharge variance (or uncertainty) at the leading edge [see Fig. 5]. A negative correlation between $K$ and microbial biomass produces flux variations at the leading edge that persist under low $\omega$ values. This occurs because initial microbial concentrations are lowest in the most permeable zones of the aquifer (which are also zones of high contaminant flux), and under low $\omega$ conditions, microbes are not growing fast enough to dampen spatial variations in contaminant flux.

In simulations 12, 13, and 14 $\omega$ is increased to 1. Results are comparable to those of heterogeneous simulations 6 and 8 and homogeneous simulation 3. In fact, results from Table 3 suggest contaminant discharge is insensitive to spatial correlations between aquifer conductivity and microbial biomass. The homogeneous simulation 3 over predicts attenuation by 10%; however, this error is well within the uncertainty of most contaminant transport models. Discharge variance appears to decrease at the first transect for MC simulation 13 where the correlation between aquifer conductivity and incipient microbial biomass concentrations is negative (see Fig. 6a). Conditions are more favorable for microbial growth/bioattenuation in this simulation than in 11, and in turn this growth has dampened spatial variations in contaminant flux. In fact, a closer examination of Fig. 6b suggests microbial growth may be obscuring much of the impact that initial biomass heterogeneities have on discharge variance; compare DV results of MC simulations 13 to 6 are almost identical at the first transect and in simulation 6 the initial biomass is spatially uniform. When the correlation is positive, higher concentrations of initial microbial biomass are located in higher contaminant flux zones and lower concentrations in lower flux zones. Discharge variances from positive and uncorrelated simulations 12 and 14 are almost indistinguishable which suggest DV is not dependent or less so when the correlation is positive. In MC simulation 15, the incipient biomass concentration variance is increased to 3.0. A comparison of this simulation and that of 9 shows the same level of contaminant attenuation irrespective of spatial correlations between varying parameters. The apparent loss of attenuation efficiency is due the high variance in the incipient biomass. In general, results suggest it may be difficult at best to discern the presence of positive or negative correlations between aquifer conductivity and microbial biomass from contaminant discharge alone. However, others have shown the effects of such correlations can be seen in plume concentration distributions [57].

4.4. Physical, chemical and biological heterogeneity

Chemical heterogeneity is examined in this last scenario. Several researchers studied this type of heterogeneity [115–119]. Li et al. [115,116] simulated reactive transport processes at the pore scale, accounting for heterogeneities of both physical and mineral properties. Mass balance principles were then used to calculate reaction rates at the continuum scale. In this final scenario the availability of the electron donor (ED)/acceptor (EA) which is crucial for the biodegradation is assumed to vary spatially. This assumption, which is justified by several researchers [e.g. 120–123], places additional constraints on where and at what rate contaminant attenuation occurs. With 500 realizations, only one MC simulation (16) is performed in which physical and biological heterogeneities are also considered. Similar to simulation 13, physical and biological heterogeneities are assumed to be negatively correlated; however, both are independent of the initial concentration distribution for the electron donor/acceptor. Also assumed is a unit microbial effective maximum growth rate and unit variances in the logarithms of hydraulic conductivity, incipient biomass concentration and incipient electron donor/acceptor concentrations.

Fig. 7a shows higher contaminant discharges in simulation 16, than in simulation 13; indicating that increasing system heterogeneity with respect to ED/EA variability reduces the efficiency of subsurface bioattenuation. This is because critical reaction processes became substrate-limited at multiple locations throughout the aquifer (as depicted in Fig. 9c in [57]). Table 3 suggests that cumulative attenuation
efficiencies are most sensitive to ED/EA variability and the assumed concentration distribution for incipient biomass when groundwater velocity conditions favored microbial growth ($\omega \geq 1$) [see simulations 8, 9, 12, 13, 14, 15, and 16]. Only when ED/EA variability is considered, are noticeable changes to the cumulative discharge observed at both sections (compare simulations 3, 6, 13 and 16 in Table 3). This is consistent with the conclusions of Li et al. [115,116]. The spatial variability of ED/EA concentrations increases DV as well (Fig. 7b). That is the increase in ND for simulation 16 compared to simulation 13 is accompanied by an increase in DV. Hence, ignoring ED/EA variability can lead to an underestimation of the mass discharge and an underestimation of the uncertainty associated with that discharge.

5. Summary and conclusions

In this paper, Monte Carlo simulations were conducted to investigate spatial–temporal variations in subsurface microbial mediated contaminant discharge affected by a Damkohler number $\omega$ and physical, chemical, and biologically heterogeneities in a 2-D aquifer. Physical heterogeneity was represented as spatial variations in hydraulic conductivity. Biological heterogeneity was manifested as spatial variations in initial and transient distributions of microbial biomass, and finally chemical heterogeneity was included as spatial variations in the concentration of a requisite electron donor/acceptor. Monte Carlo simulations provided predictions for ensemble mean discharges at transects as well as the uncertainty in these predictions represented as discharge variances. Comparisons between Monte Carlo simulations and corresponding homogeneous scenarios of assumed uniform physical, chemical, and biological properties were used to elucidate the effects of physical, chemical, and biological heterogeneities and their possible correlation on contaminant mass discharges.

Physical heterogeneity increases dispersion in both longitudinal and transverse directions compared to homogenous simulations, which explained the early increase and the delayed decrease in ensemble mean contaminant discharges at model transects. The physical heterogeneities induced discharge variances at transects that varied over time; producing two peaks over time corresponding to two periods of high uncertainty in mass discharge. The first peak was observed to be associated with the arrival of the leading edge of the ensemble plume (i.e., when the steepest increase in mass discharge occurred), while the second occurred as the plume’s trailing edge traverses the transect plane (i.e., when the steepest decrease in mass discharge occurred). A simple stream tube model was invoked to explain the occurrence of peaks in contaminant discharge variance.

Microbial mediated degradation decreased the expected contaminant mass discharge at a section transect and the discharge variance. The increasing microbial activity did not affect the arrival time of plumes in either homogenous or physically heterogeneous cases. A greater relative decrease in discharge variance occurred at the trailing edge of a simulated plume (second peak) than at the leading edge (first peak). This occurred most likely because the trailing edge encounters a higher density of active biomass produced as microbial growth increased to consume the leading edge of the plume, and also because the travel time and in turn the exposure to active microbial colonies was longer for contaminants in the trailing edge of plume.

When conditions were less favorable for microbial growth/attenuation ($\omega \leq 0.2$), the presence of physical heterogeneities and/or incipient biological heterogeneities did not significantly alter the contaminant mass discharge at a transect plane compared to predictions from deterministic homogenous simulations. This suggests that a homogeneous aquifer assumption may in fact be sufficiently accurate for small $\omega$ values. However, as growth conditions improved ($\omega$ increased) contaminant attenuation efficiency decreased significantly as the variations increased in the incipient biomass distribution. This was an outcome of the fact that increasing the biomass distribution variance produced large regions where initial biomass concentrations were low and only small “islands” of large biomass concentrations. As a result, the contaminant plume escaped attenuation in large regions of low biomass, and because contaminant degradation and microbial growth are coupled, the absence of attenuation in these regions was not compensated by higher attenuation in other regions of greater biomass.

The final MC simulation examined the sensitivity of contaminant discharge to spatial variations in the incipient concentrations of a critical electron donor/acceptor. The expected mass discharge and variance was quite sensitive to this particular chemical heterogeneity. More specifically, electron donor/acceptor variability produced significant reduction in subsurface bioattenuation efficiencies because critical reaction processes had become substrate-limited at locations throughout the aquifer. Expect contaminant discharges increased at
each transect as did discharge uncertainties. In general cumulative attenuation efficiencies were most sensitive to spatial variations in ED/EA and incipient biomass concentrations when conditions favored microbial growth (α ≥ 1).

Acknowledgements

This research was partially funded by the Environmental Remedia-
tion Science Program (ERSP), U.S. Department of Energy: (Grant Number DE-FG02-08ER64585), the U.S. Department of Defense (project number ER0831) under the Environmental Security Tech-
ology Compliance Program (ESTCP), and the Research Affairs at the UAE University (project number 08-01-7-11/09).

References


...


